
Abstract

Let S be a regular local ring and f a non-zero non-invertible element of S. In this thesis, we

study the notion of a matrix factorization of f with d ≥ 2 factors, that is, we consider tuples

of square matrices (φ1, φ2, . . . , φd), with entries in S, such that their product is f times an

identity matrix of the appropriate size. These objects have been studied thoroughly in the

case d = 2 and were originally introduced by Eisenbud in his study of free resolutions of

modules over hypersurface rings. Many of the results given in this thesis are extensions of

well-known results in the d = 2 case while others give new and unexpected properties which

only arise when d > 2.

First we investigate the structure of the category of matrix factorizations with d ≥ 2

factors in Chapter 2. We show that the stable category of d-fold matrix factorizations is

naturally triangulated and we give an explicit formula for the relevant suspension functor.

In Chapters 3 and 4 we give two different module-theoretic descriptions of this category,

which turn out to be equivalent under mild assumptions, extending results of Solberg and

Knörrer to the case of d ≥ 2 factors.

The primary motivation for Chapter 4 is a theorem due to Knörrer which states that the

category of 2-fold matrix factorizations of f has finite representation type if and only if the

same is true of f + z2 ∈ SJzK, where z is an indeterminate. We consider an analogue of this

statement in the case of the equation f +zd ∈ SJzK, d ≥ 2. In particular, we show that there

are, up to isomorphism, only finitely many indecomposable d-fold matrix factorizations of f if

and only if the hypersurface ring defined by f +zd has finite Cohen-Macaulay representation

type.

In Chapter 5, we provide a generalization of Eisenbud’s fundamental theorem on the

connection between matrix factorizations of f and maximal Cohen-Macaulay modules over



the hypersurface ring defined by f . Namely, we give a correspondence between d-fold matrix

factorizations of f and sequences of d− 1 surjective homomorphisms between the aforemen-

tioned modules.

Finally, Chapter 6 contains a formula for a tensor product of d-fold matrix factorizations

in the sense of Yoshino as well as some criteria for decomposability of the construction.
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1 | Introduction

Let (S, n) be a regular local ring, that is, a commutative Noetherian ring that has a unique

maximal ideal n which is minimally generated by precisely dimS elements. The primary

goal of the five chapters of this thesis is to study the notion of a d-fold matrix factorization

of f where f is a fixed element of S and d ≥ 2 is an arbitrary integer. In the case d = 2, these

objects were introduced by Eisenbud in 1980 [Eis80] to study free resolutions of modules over

hypersurface rings. Since then, the d = 2 case has been studied thoroughly in commutative

algebra and related fields including Knot Theory and Physics. Many of the results given

here are extensions of well-known results in the d = 2 case while others highlight new and

unexpected properties that only arise when d > 2.

1.1 Summary of results

The first three chapters, after this introduction, are presented in order of increasing strength

of assumptions needed on the regular ring S. The main results of Chapters 2 and 3 hold

for an arbitrary regular local ring. Completeness of the ring S is needed in Chapter 3 in

order to conclude that the Krull-Remak-Schmidt theorem holds in MFdS(f), the category of

matrix factorizations with d factors, and throughout the entirety of Chapter 4. Furthermore,

Chapter 4 requires that the residue field of S is algebraically closed of characteristic not

dividing the fixed integer d. The majority of the results in the last chapter are stated in the

case that S is a power series ring over a field which contains all the roots of xd±1 depending

on the parity of d.

In Chapter 2 we investigate the category of matrix factorizations with d factors. We show

that there is a suitable analogue for exact sequences in the additive category MFdS(f) with
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especially nice properties. Namely, there is an exact structure which has enough projectives,

enough injectives, and the classes of injective and projective objects coincide. In other words,

MFdS(f) is a Frobenius category. One consequence that we will discuss is that the induced

stable category is naturally triangulated. We go on to describe, explicitly, the syzygy and

cosyzygy operations in this category therefore also describing the suspension functor on the

stable category.

Chapters 3 and 4 give module-theoretic descriptions of MFdS(f). Chapter 3 contains a

direct extension of a result of Solberg [Sol89, Proposition 3.1] to the case of d ≥ 2 factors while

Chapter 4 extends results of Knörrer from [Knö87]. In particular, both Solberg and Knörrer

identify the category of 2-fold matrix factorizations with a subcategory of modules over a

non-commutative ring and we extend both of these results to the case of matrix factorizations

with d ≥ 2 factors. Chapter 4 also considers representation-theoretic questions about the

category of d-fold matrix factorizations. The main result in this direction, which is joint with

G. Leuschke, is Theorem 4.3.7 which can be viewed as an analogue of [Knö87, Corollary 2.8].

We show that the category of d-fold matrix factorizations is representation finite if and only

if a certain hypersurface ring, called the d-fold branched cover, has finite Cohen-Macaulay

type.

In Chapter 5, we generalize Eisenbud’s fundamental result on the connection between

matrix factorizations and maximal Cohen-Macaulay modules [Eis80, Corollary 6.3] to the

case of factorizations with d ≥ 2 factors. The main result of this chapter, which is an elabo-

ration on the key idea identified by Hopkins in his thesis [Hop21, Theorem 3.14], shows that

there is a correspondence between d-fold matrix factorizations of f and chains of surjections

of length d−1 between maximal Cohen-Macaulay modules over the hypersurface ring defined

by f .

Chapter 6 is dedicated to a d-fold version of a construction originally described by Knörrer

in [Knö87]. Namely, we define a tensor product of d-fold matrix factorizations and investigate

some of its basic properties using [Yos98] as a guide. The construction we give is based on
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[BES17, Proposition 2.1] and [HUB91, Theorem 1.2].

Finally, we include a short appendix which contains technical details about idempotents

in the category of d-fold matrix factorizations.

1.2 Matrix factorizations

In this section, we collect the main definitions and notations as well as some key results that

we will use throughout. We also recall a fundamental theorem of Eisenbud, and a few of its

corollaries, regarding matrix factorizations and maximal Cohen-Macaulay modules.

Definition 1.2.1. Let S be a regular local ring, f a non-zero non-unit in S, and d ≥ 2 an

integer. A matrix factorization of f with d factors is a d-tuple of homomorphisms between

finitely generated free S-modules of the same rank, (φ1 : F2 → F1, φ2 : F3 → F2, . . . , φd :

F1 → Fd), such that

φ1φ2 · · ·φd = f · 1F1 .

Depending on the context, we may omit the free S-modules in the notation and simply write

(φ1, φ2, . . . , φd). If the free S-modules F1, . . . , Fd are of rank n, we say (φ1, φ2, . . . , φd) is a

matrix factorization of size n.

It will be convenient to adopt the following notational conventions.

Notation 1.2.2. The letter d will always be an integer indicating the number of factors in

a matrix factorization. When d is clear from context, all indices are taken modulo d unless

otherwise specified. More specifically, let i ̸= j ∈ Zd = {1, 2, . . . , d} and let A1, A2, . . . , Ad

be symbols indexed over Zd. Let ĩ and j̃ be integer representatives of i, j within the range

0 < ĩ, j̃ ≤ d. The notation AiAi+1 · · ·Aj will be taken to mean


AiAi+1 · · ·Aj−1Aj if ĩ ≤ j̃

AiAi+1 · · ·AdA1 · · ·Aj−1Aj if ĩ ≥ j̃

.
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We follow a similar convention for indexing a decreasing list of symbols over Zd.

Definition 1.2.3. Let (A,m) be a local ring and M ̸= 0 a finitely generated A-module.

A sequence of elements x1, x2, . . . , xc ∈ m is called an M-regular sequence if x1 is a non-

zerodivisor on M and, for each i ≥ 2, xi is a non-zerodivisor on M/(x1, x2, . . . , xi−1)M . The

well-defined constant, depthA(M), which keeps track of the length of the longest M -regular

sequence, is called the depth of M . A non-zero finitely generated A-module M is called

maximal Cohen-Macaulay (MCM) if depthA(M) = dimA, where dimA denotes the Krull

dimension of M . The ring A is called Cohen-Macaulay if it is MCM as a module over itself.

Our first observation is that matrix factorizations of f with d factors encode MCM

modules over the hypersurface ring R = S/(f).

Lemma 1.2.4. Let S be a regular local ring and f a non-zero non-unit in S. Let (φ1 : F2 →

F1, φ2 : F3 → F2, . . . , φd : F1 → Fd) be a matrix factorization of f with d ≥ 2 factors. For

any k ∈ Zd,

(i) φkφk+1 · · ·φk−1 = f · 1Fk
, and

(ii) if cokφk ̸= 0, then cokφk is an MCM R-module.

Proof. (i) We proceed by induction on d ≥ 2. For the case d = 2, we simply need to show

that φψ = f · 1F implies ψφ = f · 1G. Suppose (φ : G → F, ψ : F → G) is a matrix

factorization with 2 factors, that is, suppose φψ = f ·1F . Since f is a non-zero element

in the domain S, it follows that both φ and ψ are injective. Canceling φ on the left of

the equation φψφ = f · φ = φ · f , we find ψφ = f · 1G.

Now, assume d > 2 and that the statement holds for matrix factorizations with fewer

than d factors. Let k ∈ Zd and notice that, by viewing the composition φkφk+1 :

Fk+2 → Fk as a single homomorphism, the (d− 1)-tuple

(φ1, φ2, . . . , φk−1, φkφk+1, φk+2, . . . , φd)
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is a matrix factorization of f with d−1 factors. By induction, it follows that φkφk+1 · · ·φk−1 =

f · 1Fk
.

(ii) Let k ∈ Zd. By (i), we have that φkφk+1 · · ·φk−1 = f ·1Fk
. In particular, f ·cokφk = 0,

that is, cokφk ̸= 0 is an R-module. Also, as in (i), the homomorphism φk is injective

since f ∈ S is non-zero. Thus, we have a short exact sequence

0 Fk+1 Fk cokφk 0,
φk

which implies that pdS(cokφk) ≤ 1. By the Auslander-Buchsbaum formula, we have

that

depth(cokφk) = dim(S)− pdS(cokφk) ≥ dim(S)− 1 = dim(R).

That is, cokφk is an MCM R-module.

Definition 1.2.5. Let S be a regular local ring and f a non-zero non-unit in S. Let

X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) and X
′ = (φ′

1 : F
′
2 → F ′

1, . . . , φ
′
d : F

′
1 → F ′

d) be matrix

factorizations of f with d ≥ 2 factors.

(i) A morphism of matrix factorizations between X and X ′ is a d-tuple of S-module

homomorphisms, α = (α1, α2, . . . , αd), making each square of the following diagram

commute:

F1 Fd · · · F2 F1

F ′
1 F ′

d · · · F ′
2 F ′

1.

α1

φd

αd

φd−1 φ2

α2

φ1

α1

φ′
d

φ′
d−1 φ′

2 φ′
1

Composition of morphisms is defined component-wise, that is, if α = (α1, . . . , αd) :

X → X ′′ and β = (β1, . . . , βd) : X
′ → X are morphisms of matrix factorizations, then

α ◦ β = (α1β1, α2β2, . . . , αdβd) : X ′ → X ′′. The matrix factorizations X and X ′ are

isomorphic if there exists a morphism α = (α1, . . . , αd) : X → X ′ such that αk is an

isomorphism for each k ∈ Zd.
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(ii) Let MFdS(f) denote the category of matrix factorizations of f with d factors with

morphisms as above. The additive structure on MFdS(f) is given by the direct sum of

X and X ′:

X ⊕X ′ :=


φ1 0

0 φ′
1

 ,

φ2 0

0 φ′
2

 , . . . ,

φd 0

0 φ′
d


 .

(iii) We define functors T j : MFdS(f) → MFdS(f), j ∈ Zd, given by

T j(φ1, φ2, . . . , φd) = (φj+1, φj+2, . . . , φj−1, φj)

and

T j(α1, α2, . . . , αd) = (αj+1, αj+2, . . . , αj−1, αj)

for any (α1, α2, . . . , αd) ∈ HomMFd
S(f)

(X,X ′). We refer to T = T 1 as the shift functor

on MFdS(f).

Definition 1.2.6. Let S be a regular local ring with maximal ideal n and let f be a non-zero

non-unit in S. Set R = S/(f) and fix d ≥ 2.

(i) Let MCM(R) denote the full subcategory of the category of finitely generated R-

modules consisting of maximal Cohen-Macaulay R-modules.

(ii) An R-module M is stable if it has no direct summands isomorphic to R.

(iii) A matrix factorization X = (φ1, φ2, . . . , φd) is called stable if cokφk is a stable R-

module for all k ∈ Zd.

(iv) A homomorphism between free S-modules φ : G→ F is called minimal if Imφ ⊆ nF .

(v) A matrix factorization (φ1, φ2, . . . , φd) ∈ MFdS(f) is called reduced if φk is minimal for

all k ∈ Zd.

(vi) For anR-moduleM , let syz1R(M) denote the reduced first syzygy ofM , that is, syz1R(M)

is the stable part of an arbitrary first syzygy of M over R.
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(vii) A non-zero matrix factorization X ∈ MFdS(f) is indecomposable if X ∼= X ′⊕X ′′ implies

X ′ = 0 or X ′′ = 0.

The following theorem, due to Eisenbud, is the foundation for the theory of matrix

factorizations with d = 2 factors.

Theorem 1.2.7 ([Eis80], Corollary 6.3). Let S be a regular local ring, f ∈ S a non-zero

non-unit, and R = S/(f). The functor cok : MF2
S(f) → MCM(R), given by

(φ, ψ) ∈ MF2
S(f) 7−→ cokφ ∈ MCM(R),

induces a one-to-one correspondence between reduced matrix factorizations with 2 factors and

stable MCM R-modules.

We set aside two consequences of Eisenbud’s theorem that will be needed later.

Corollary 1.2.8 ([Eis80]). Let S be a regular local ring, f a non-zero non-unit in S, and

set R = S/(f).

(i) For any MCM R-module M , there exists a matrix factorization (φ, ψ) ∈ MF2
S(f) such

that φ is minimal and cokφ ∼= M .

(ii) A matrix factorization (φ, ψ) ∈ MF2
S(f) is reduced if and only if it is stable. In this

case, syz1R(cokφ)
∼= cokψ and syz1R(cokψ)

∼= cokφ.

We will see in Section 2.2.2 that only one direction of (ii) holds when d > 2. Finally,

we state another observation, also made by Eisenbud, that will help us identify matrix

factorizations with more than two factors.

Lemma 1.2.9 ([Eis80], Corollary 5.4). Let S be a regular local ring and f a non-zero non-

unit in S. Suppose A : G→ F and B : F → G are homomorphisms of finitely generated free

S-modules such that AB = f · 1F and BA = f · 1G. Then rankF = rankG.
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Proof. SinceBA = f ·1G, the map A is injective. Since AB = f ·1F , we have that f ·cokA = 0,

that is, cokA is a torsion S-module. After tensoring the short exact sequence

0 G F cokA 0A

with the quotient field of S, we find that rankS F = rankS G.

8



2 | Exact Structure

In this chapter we show that there is a natural choice of an exact structure on the category

MFdS(f) which induces the structure of a triangulated category on the stable category MFdS(f)

defined below. We also give explicit formulas for the syzygy and cosyzygy operations and

the cone of a morphism.

First, we will recall the axioms that define an exact category. The axioms and definitions

below follow the presentation given in [Büh10] and we refer the reader to this paper for more

information on exact categories.

2.1 Exact categories

Let A be an additive category. A pair of composable morphisms A′ A A′′i p
is

called a kernel-cokernel pair if i is a kernel of p and p is a cokernel of i. Given a collection

of kernel-cokernel pairs, E , we call a morphism i : A′ → A an admissible monomorphism if

there exists a morphism p : A → A′′ such that A′ A A′′i p
is an element of E .

Dually, a morphism p : A → A′′ is an admissible epimorphism is there exists a morphism

i : A′ → A such that their composition is in E . We will indicate admissible monomorphisms

and admissible epimorphisms by the arrows ↣ and ↠ respectively.

An exact structure on A is a class E of kernel-cokernel pairs which is closed under iso-

morphisms and such that the following axioms hold:

(E0) The identity morphism 1X is an admissible monomorphism for all X ∈ A.

(E0op) The identity morphism 1X is an admissible epimorphism for all X ∈ A.

(E1) Admissible monomorphisms are closed under composition.

9



(E1op) Admissible epimorphisms are closed under composition.

(E2) The push-out of an admissible monomorphism X ↣ Y and an arbitrary morphism

X → X ′ exists and induces an admissible monomorphism X ′ ↣ Y ′ as in the diagram

X Y

X ′ Y ′.

(E2op) The pull-back of an admissible epimorphism X ′ ↠ Y ′ and an arbitrary morphism

Y → Y ′ exists and induces an admissible epimorphism X ↠ Y as in the diagram

X Y

X ′ Y ′.

Given an additive category A and a class E satisfying these axioms, the pair (A, E) is called

an exact category.

2.2 Short exact sequences of matrix factorizations

Let S be a regular local ring, f ∈ S a non-zero non-unit, set R = S/(f), and fix an integer

d ≥ 2. For the rest of this section, let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd), X
′ = (φ′

1 :

F ′
2 → F ′

1, . . . , φ
′
d : F ′

1 → F ′
d), and X ′′ = (φ′′

1 : F ′′
2 → F ′′

1 , . . . , φ
′′
d : F ′′

1 → F ′′
d ) be matrix

factorizations in MFdS(f).

Definition 2.2.1. Suppose we have a pair of morphisms α = (α1, . . . , αd) : X → X ′′ and

β = (β1, . . . , βd) : X
′ → X in MFdS(f). Then the composition

X ′ X X ′′β α

10



is called a short exact sequence of matrix factorizations if the sequence

0 F ′
k Fk F ′′

k 0
βk αk

is a short exact sequence of free S-modules for each k ∈ Zd.

Lemma 2.2.2. A short exact sequence of matrix factorizations is a kernel-cokernel pair in

MFdS(f).

Proof. Let X ′ X X ′′β α be a short exact sequence of matrix factorizations. First

we show that β is the kernel of α. By definition, we have that αβ = 0. Suppose g : Y → X

is another morphism such that αg = 0, where Y = (ψ1 : G2 → G1, . . . , ψd : G1 → Gd) ∈

MFdS(f). Let k ∈ Zd. We have the following diagram of free S-modules

Gk

0 F ′
k Fk F ′′

k 0

g̃k gk
0

βk αk

where the bottom row is exact. Since βk is the kernel of αk, there exists a unique S-

homomorphism g̃k : Gk → F ′
k such that βkg̃k = gk. It suffices to show that g̃ = (g̃1, g̃2, . . . , g̃d) :

Y → X ′ is a morphism of matrix factorizations since each g̃k, k ∈ Zd, is uniquely determined.

That is, we need to show that the diagram

Gk+1 Gk

F ′
k+1 F ′

k

g̃k+1

ψk

g̃k

φ′
k

commutes for all k ∈ Zd. Note that gkψk = φkgk+1 and φkβk+1 = βkφ
′
k since g and β are

morphisms in MFdS(f). Then βkg̃kψk = gkψk = φkgk+1 = φkβk+1g̃k+1 = βkφ
′
kg̃k+1 and since

βk is injective, we can cancel it on the left to conclude that g̃kψk = φ′
kg̃k+1 as desired. Hence,
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g̃ is the unique morphism such that

β ◦ g̃ = (β1g̃1, . . . , βdg̃d)

= (g1, . . . , gd)

= g.

This completes the proof that β is a kernel of α. The proof that α is a cokernel of β is

similar.

Let Ed denote the class of short exact sequences of matrix factorizations in MFdS(f). The

first four axioms of an exact category are satisfied by the pair (MFdS(f), Ed) directly from

the definitions. The axioms (E2) and (E2op) also hold, which we will show below. Before we

do, we need to know more about the form of the admissible morphisms in (MFdS(f), Ed).

Lemma 2.2.3. Let γ = (γ1, . . . , γd) : X → X ′′ be a morphism of matrix factorizations.

1. γ is an admissible epimorphism if and only if the S-homomorphisms γ1, . . . , γd are

surjections.

2. γ is an admissible monomorphism if and only if the S-homomorphisms γ1, . . . , γd are

split injections.

Proof. We prove only (2) as the proof of (1) is similar. Suppose γ is an admissible monomor-

phism. Then there exists an admissible epimorphism π = (π1, π2, . . . , πd) : X → X ′′ such

that X ′ X X ′′γ π is a short exact sequence of matrix factorizations. In partic-

ular,

0 F ′
k Fk F ′′

k 0
γk πk

is a short exact sequence of S-modules for each k ∈ Zd. Since F ′′
k is free, this sequence is

split and therefore γk is a split injection.

Conversely, suppose the homomorphisms γ1, . . . , γd are each split injections. For k ∈ Zd,

set F ′′
k := cok γk and πk : Fk → F ′′

k the natural projection map. Notice that F ′′
k is a free

12



S-module of rank equal to rankFk − rankF ′
k. Now, for each k ∈ Zd, there exists a map

φ′′
k : Fk+1 → Fk such that the following diagram with split exact rows commutes:

0 F ′
1 F1 F ′′

1 0

0 F ′
d Fd F ′′

d 0

...
...

...

0 F ′
2 F2 F ′′

2 0

0 F ′
1 F1 F ′′

1 0.

φ′
d

γ1 π1

φd φ′′
d

γd

φ′
d−1

πd

φd−1 φ′′
d−1

φ′
2

φ2 φ′′
2

γ2

φ′
1

π2

φ1 φ′′
1

γ1 π1

In particular, there exists t1 : F ′′
1 → F1 such that π1t1 = 1F ′′

1
. The splitting allows us to

compute the composition along the right most column:

φ′′
1φ

′′
2 · · ·φ′′

d = π1φ1φ2 · · ·φdt1

= f · π1t1

= f · 1F ′′
1
.

Since the free modules F ′′
1 , F

′′
2 , . . . , F

′′
d are all of the same rank, we have that X ′′ = (φ′′

1 :

F ′′
2 → F ′′

1 , . . . , φ
′′
d : F

′′
1 → F ′′

d ) ∈ MFdS(f) and

X ′ X X ′′γ (π1,...,πd)

is a short exact sequence of matrix factorizations.

Lemma 2.2.3 indicates that not every monomorphism of matrix factorizations is an ad-

missible monomorphism. The simplest example of this arises when d = 2.

13



Example 2.2.4. Suppose (φ : G → F, ψ : F → G) ∈ MF2
S(f) with cokψ ̸= 0. Then the

tuple (ψ, 1G) forms a morphism between the matrix factorizations (φ, ψ) → (f ·1G, 1G). This

morphism is a monomorphism, in the sense that it can be cancelled on the left, but it is not

admissible since the cokernel of ψ is not a free S-module.

The same is true of epimorphisms, that is, there are epimorphisms that are not admissible.

For (φ, ψ) ∈ MF2
S(f) with cokψ ̸= 0, the tuple (1F , ψ) forms a morphism between the matrix

factorizations (f · 1F , 1F ) → (φ, ψ). If (a, b) ◦ (1F , ψ) = (a′, b′) ◦ (1F , ψ) for some morphisms

(a, b), (a′, b′), then a = a′ and bψ = b′ψ. We can pre-compose both sides of the second

equation with φ to get b · f = b′ · f , hence b = b′. So, (1F , ψ) can be cancelled on the right

but is not admissible epimorphism since ψ is not surjective.

Actually, further inspection of these examples shows they are both monomorphisms and

both epimorphisms but neither is admissible of either type. In particular, neither is an

isomorphism. In Abelian category, a monomorphism which is also an epimorphism must be

an isomorphism. Similar examples can be constructed for all d > 2 and therefore we note

that the category MFdS(f) is not Abelian for any d ≥ 2.

Proposition 2.2.5. The collection Ed of short exact sequences of matrix factorizations in

MFdS(f) satisfies the axioms (E2) and (E2op) .

Proof. We will show that (E2) holds. The proof that (E2op) is satisfied is similar. Suppose

we have a diagram in MFdS(f)

X Y

X ′

β

q

(2.2.1)

where Y = (ψ1 : G2 → G1, . . . , ψd : G1 → Gd), β = (β1, . . . , βd), and q = (q1, . . . , qd). Let

k ∈ Zd. We may take the push-out of the injection qk and the map βk which yields the

diagram

0 Fk Gk cok qk 0

0 F ′
k Pk cok qk 0.

βk

qk

pk

αk

14



We make the following observations from this diagram: Since the morphism q is an admissible

monomorphism, the map qk is a split injection. Hence, cok qk is a free S-module. It follows

that the bottom sequence also splits and so Pk is free with rankS Pk = rankS F
′
k+rankS Gk−

rankS Fk. This also implies that αk is a split injection. Since k was arbitrary, this yields

d free S-modules P1, P2, . . . , Pd, each of the same rank, and d-tuples α = (α1, . . . , αd) and

p = (p1, . . . , pd).

Next, let k ∈ Zd and consider the diagram

Fk Gk

F ′
k Pk

Pk−1.

βk

qk

pk
pk−1ψk−1

αk−1φ
′
k−1

αk

χk−1

There is a unique homomorphism χk−1 : Pk → Pk−1 depicted above since Pk is the pushout

of qk and βk and

pk−1ψk−1qk = pk−1qk−1φk−1 = αk−1βk−1φk−1 = αk−1φ
′
k−1βk.

In particular, the map χk−1 is given by

χk−1((ak′ , bk)) = αk−1φ
′
k−1(ak) + pk−1ψk−1(bk) = (φ′

k−1(ak), ψk−1(bk)) ∈ Pk−1,

for any (ak, bk) ∈ F ′
k ⊕ Gk. In other words, χk−1 is the map induced by the direct sum

φ′
k−1 ⊕ ψk−1 on the quotients Pk → Pk−1. These maps link together to form a sequence of

compositions

P1 Pd · · · P2 P1.
χd χd−1 χ2 χ1

From the explicit description of χk we have that χ1χ2 · · ·χd = f ·1P1 . Since the free S-modules

P1, . . . , Pd are all of the same rank, it follows that Y ′ = (χ1 : P2 → P1, · · · , χd : P1 → Pd) is

15



a matrix factorization of f with d factors.

It is not hard to see that α : X ′ → Y ′ and p : Y → Y ′ form morphisms of matrix

factorizations and that these morphisms render (2.2.1) a commutative square. As we showed

above, the map αk is a split injection for all k ∈ Zd. Hence, α is an admissible monomorphism

by Lemma 2.2.3. To finish the proof, it suffices to check the necessary universal property

which we omit as it is also a straightforward computation.

Corollary 2.2.6. The pair (MFdS(f), Ed) is an exact category.

With the exact structure on MFdS(f) fixed, we will often omit reference to Ed. We proceed

now with the main goal of this section: to show that the exact category MFdS(f) is a Frobenius

category. First, we recall the necessary definitions which can also be found in [Büh10].

2.2.1 Projective and injective objects

An object in an exact category (A, E) is called projective, respectively injective, if it satisfies

the usual lifting property with respect to admissible epimorphisms, respectively admissible

monomorphisms. The pair (A, E) is said to have enough projectives if for every objectX ∈ A,

there is an admissible epimorphism P ↠ X with P projective. Dually, (A, E) has enough

injectives if for every object X ∈ A, there is an admissible monomorphism X ↣ I with

I injective. The exact category (A, E) is said to be a Frobenius category if it has enough

projectives, enough injectives, and the classes of projective objects and injective objects

coincide.

Definition 2.2.7. For each i ∈ Zd, let Pi denote the matrix factorization of size 1 whose

i-th component is multiplication by f on S while the rest are the identity on S. In other

words, Pi is given by the composition

S1 Sd · · · Si+1 Si · · · S2 S1
1 1 1 f 1 1 1

where Sk = S for each k ∈ Zd. We also set P =
⊕

i∈Zd
Pi.
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Lemma 2.2.8. Let X ∈ MFdS(f) and j ∈ Zd. Then X is projective (respectively injective)

if and only if T j(X) is projective (respectively injective).

Proof. Suppose X is projective and j ∈ Zd. Let α = (α1, . . . , αd) : X ′ → X ′′ be an

admissible epimorphism and let p = (p1, . . . , pd) : T j(X) → X ′′ be any morphism. Then

we have morphisms T−j(α) : T−j(X ′) → T−j(X ′′) and T−j(p) : X → T−j(X ′′). The

characterization of admissible epimorphisms in Lemma 2.2.3 implies that T−j(α) is also

an admissible epimorphism. Since X is projective, there exists q = (q1, q2, . . . , qd) : X →

T−j(X ′) such that T−j(α)q = T−j(p). Applying T j we find that αT j(q) = p implying that

T j(X) is projective. The proof of the converse and both directions regarding injectivity are

similar.

Lemma 2.2.9. The matrix factorizations P1,P2, . . . ,Pd are projective and injective objects

in MFdS(f).

Proof. Directly from the definition we see that T j(Pi) = Pi−j for any i, j ∈ Zd. Therefore,

because of Lemma 2.2.8, it suffices to show that P1 is both projective and injective. We

start by showing that P1 is projective.

Suppose α = (α1, . . . , αd) : X → X ′′ is an admissible epimorphism and p = (p1, . . . , pd) :

P1 → X ′′ is an arbitrary morphism. We need to complete the diagram

P1

X X ′′

p
q

α

(2.2.2)

with a morphism q making the triangle commute. One component of this diagram is the

following diagram of free S-modules

S

F1 F ′′
1 0.

q1 p1

α1
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Since S is free and α1 is surjective, there exists a map q1 : S → F1 such that α1q1 = p1. We

can use this map to construct a morphism of matrix factorizations P1 → X which makes

(2.2.2) commute. Let q = (q1, φ2φ3 · · ·φdq1, φ3 · · ·φdq1, . . . , φdq1). The fact that q forms a

morphism P1 → X can be seen in the following diagram of S-modules

S S · · · S S S

F1 Fd · · · F3 F2 F1.

1

q1

1

φdq1

1 1

φ3···φdq1

f

φ2φ3···φdq1 q1

φd φd−1 φ3 φ2 φ1

Finally,

αq = (α1q1, α2φ2 · · ·φdq1, . . . , αdφdq1)

= (p1, φ
′′
2 · · ·φ′′

dα1q1, · · · , φ′′
dα1q1)

= (p1, φ
′′
2 · · ·φ′′

dp1, · · · , φ′′
dp1)

= (p1, p2, . . . , pd)

= p

which implies that P1 is projective.

In order to show that P1 is an injective matrix factorization, let β = (β1, . . . , βd) :

X ′ ↣ X be an admissible monomorphism and a = (a1, . . . , ad) : X
′ → P1 be an arbitrary

morphism. We need to complete the diagram

X ′ X

P1

a

β

b
.

Since β is an admissible monomorphism, each component βk is split. In particular, there

exists a map t : F ′
2 → F2 such that tβ2 = 1F2 . This splitting allows us to build the morphism

b = (a2tφ
′
2 · · ·φ′

d, a2t, a2tφ
′
2, . . . , a2tφ

′
2 · · ·φ′

d−1) : X → P1
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and this morphism satisfies bβ = a.

In Lemma 2.3.2, we will see that P1,P2, . . . ,Pd are the only indecomposable projective

(respectively injective) matrix factorizations up to isomorphism.

The next step is to show that MFdS(f) has enough projectives and enough injectives.

Along the way, we construct the syzygy and cosyzygy of a matrix factorization and give

explicit formulas for each.

2.2.2 The syzygy of a matrix factorization

In this section, we construct short exact sequences

K P X and X I K ′

with P projective and I injective for any X ∈ MFdS(f). Then we give explicit formula for

the resulting syzygy K and cosyzygy K ′ of X.

Construction 2.2.10. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f) be of size n.

Set F̂k =
⊕d−1

i=1 Fk+i. For each k ∈ Zd, define S-homomorphisms Dk : Fk+1⊕ F̂k+1 → Fk⊕ F̂k

and D′
k : Fk+1 ⊕ F̂k+1 → Fk ⊕ F̂k by

Dk(ak+1, ak+2, . . . , ak−1, ak) = (fak, ak+1, . . . , ak−1)

and

D′
k(ak+1, ak+2, . . . , ak−1, ak) = (ak, fak+1, ak+2, . . . , ak−1)
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for all ai ∈ Fi, i ∈ Zd. In other words, Dk and D′
k are the d× d block matrices

Dk =



0 0 . . . 0 f · 1Fk

1Fk+1
0 . . . 0 0

0 1Fk+2
. . . 0 0

...
...

. . .
...

...

0 0 · · · 1Fk−1
0


and D′

k =



0 0 . . . 0 1Fk

f · 1Fk+1
0 . . . 0 0

0 1Fk+2
. . . 0 0

...
...

. . .
...

...

0 0 · · · 1Fk−1
0


.

Set P (X) = (D1, D2, . . . , Dd) and I(X) = (D′
1, D

′
2, . . . , D

′
d). Then the d-tuples P (X) and

I(X) form matrix factorizations of f both isomorphic to
⊕d

i=1Pn
i .

For each i, k ∈ Zd, define a homomorphism θXki : Fi → Fk given by

θXki =


1Fk

i = k

φkφk+1 · · ·φi−2φi−1 i ̸= k.

Then, for each k ∈ Zd, define ΘX
k : F̂k → Fk and ΞXk : Fk → F̂k by

ΘX
k (ak+1, ak+2, . . . , ak−1) =

∑
i ̸=k

θXki(ai)

and

ΞXk (ak) =
(
θX(k+1)k(ak), θ

X
(k+2)k(ak), . . . , θ

X
(k−1)k(ak)

)
.

Let k ∈ Zd and consider the following diagram:

0 F̂k+1 Fk+1 ⊕ F̂k+1 Fk+1 0

0 F̂k Fk ⊕ F̂k Fk 0

Ωk

ϵXk+1

Dk

ρXk+1

φk

ϵXk ρXk

(2.2.3)
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where ρXk =

(
1Fk

ΘX
k

)
and ϵXk =

−ΘX
k

1F̂k

. The rows are split exact sequences of free S-

modules and one can check that right most square commutes by recalling that φkθ(k+1)i = θki

for i ̸= k and φkθ(k+1)k = f ·1Fk
. Thus, there is an induced map Ωk : F̂k+1 → F̂k as depicted.

Since the rows are split, Ωk can be computed by using the splitting, that is, Ωk = πkDkϵk+1

where πk : Fk ⊕ F̂k → F̂k is projection onto F̂k. In particular,

Ωk(ak+2, ak+3, . . . , ak−1, ak) = πkDkϵk+1(ak+2, ak+3, . . . , ak−1, ak)

= πkDk

(
−
∑
i ̸=k+1

θ(k+1)i(ai), ak+2, . . . , ak−1, ak

)

= πk

(
fak,−

∑
i ̸=k+1

θ(k+1)i(ai), ak+2, . . . , ak−1

)

=

(
−
∑
i ̸=k+1

θ(k+1)i(ai), ak+2, . . . , ak−1

)

and therefore we can represent the components of Ωk as

Ωk =



−θ(k+1)(k+2) −θ(k+1)(k+3) −θ(k+1)(k+4) . . . −θ(k+1)(k−1) −θ(k+1)(k)

1Fk+2
0 0 . . . 0 0

0 1Fk+3
0 . . . 0 0

...
... 1Fk+4

. . .
...

...

0 0 0
. . . 0 0

0 0 0 · · · 1Fk−1
0


.

Since k was arbitrary, we have a d-tuple (Ω1,Ω2, . . . ,Ωd) which has the property that

Ω1Ω2 · · ·Ωd = π1D1D2 · · ·Ddϵ1 = fπ1ϵ1 = f · 1F̂1
.

Since the free S-modules F̂1, F̂2, . . . , F̂d are all of the same rank, it follows that (Ω1, . . . ,Ωd) ∈

MFdS(f). We denote this matrix factorization by ΩMFd
S(f)

(X) and refer to it as the syzygy of
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X. Combining the diagrams (2.2.3) for all k ∈ Zd we have a short exact sequence

ΩMFd
S(f)

(X) P (X) Xϵ ρ
(2.2.4)

where ρ = (ρ1, ρ2, . . . , ρd) and ϵ = (ϵ1, ϵ2, . . . , ϵd).

Similarly, we have a matrix factorization Ω−
MFd

S(f)
(X) = (Ω−

1 ,Ω
−
2 , . . . ,Ω

−
d ), the cosyzygy of

X, and a short exact sequence of matrix factorizations induced by the commutative diagrams

0 Fk+1 Fk+1 ⊕ F̂k+1 F̂k+1 0

0 Fk Fk ⊕ F̂k F̂k 0,

φk

λXk+1

D′
k

ηXk+1

Ω−
k

λXk ηXk

(2.2.5)

for all k ∈ Zd, where ηXk =

(
−ΞXk 1F̂k

)
, λXk =

1Fk

ΞXk

. The induced short exact sequence

is

X I(X) Ω−
MFd

S(f)
(X),λ η

(2.2.6)

where η = (η1, η2, . . . , ηd) and λ = (λ1, λ2, . . . , λd). Finally, we can represent the components

of Ω−
k by

Ω−
k =



0 0 · · · 0 0 −θ(k+1)k

1Fk+2
0 · · · 0 0 −θ(k+2)k

0 1Fk+3

. . . 0 0 −θ(k+3)k

...
...

. . .
...

...
...

0 0 · · · 1Fk−2
0 −θ(k−2)k

0 0 · · · 0 1Fk−1
−θ(k−1)k


.

Example 2.2.11. Let (φ, ψ) ∈ MF2
S(f). Then

ΩMF2
S(f)

(φ, ψ) = (−ψ,−φ) ∼= (ψ, φ) = T (φ, ψ)
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and

Ω−
MF2

S(f)
(φ, ψ) = (−ψ,−φ) ∼= (ψ, φ) = T (φ, ψ).

In particular, both ΩMF2
S(f)

(−) and Ω−
MF2

S(f)
(−) are isomorphic to the shift functor when

d = 2. In this case, (φ, ψ) is reduced if and only if ΩMF2
S(f)

(φ, ψ) (respectively Ω−
MF2

S(f)
(φ, ψ))

is reduced. However, for X ∈ MFdS(f) with d > 2, neither ΩMF2
S(f)

(X) nor Ω−
MF2

S(f)
(X) will

be reduced. For instance, if X = (φ1 : F2 → F1, φ2 : F3 → F2, φ3 : F1 → F3) ∈ MF3
S(f) is of

size n, then

ΩMF3
S(f)

(X) =


−φ2 −φ2φ3

1F3 0

 ,

−φ3 −φ3φ1

1F1 0

 ,

−φ1 −φ1φ2

1F2 0




and

Ω−
MF3

S(f)
(X) =


 0 −φ2φ3

1F3 −φ3

 ,

 0 −φ3φ1

1F1 −φ1

 ,

 0 −φ1φ2

1F2 −φ2




which are both of size 2n.

One can also write down the short exact sequence of matrix factorizations defining

ΩMFd
S(f)

(X). For example, in the case d = 3 we have

0 0 0 0

F2 ⊕ F3 F1 ⊕ F2 F3 ⊕ F1 F2 ⊕ F3

F1 ⊕ F2 ⊕ F3 F3 ⊕ F1 ⊕ F2 F2 ⊕ F3 ⊕ F1 F1 ⊕ F2 ⊕ F3

F1 F3 F2 F1

0 0 0 0.



−φ1 −φ1φ2

1F2
0

0 1F3




−φ1 −φ1φ2

1F2
0




−φ3 −φ3φ1

1F1
0

0 1F2




−φ3 −φ3φ1

1F1
0




−φ2 −φ2φ3

1F3
0

0 1F1




−φ2 −φ2φ3

1F3
0




−φ1 −φ1φ2

1F2
0

0 1F3


D3(

1F1
φ1 φ1φ2

) D2(
1F3

φ3 φ3φ1

) D1(
1F2

φ2 φ2φ3

) (
1F1

φ1 φ1φ2

)

φ3 φ2 φ1
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Another observation that can be made from these formulas is that, for each k ∈ Z3, we

have an isomorphism of R-modules

cok

−φk+1 −φk+1φk+2

1Fk+2
0

 ∼= cok(φk+1φk+2) ∼= syz1R(cokφk)⊕Rmk

for some mk ≥ 0. A similar statement is true for Ω−
MF3

S(f)
(X) and more generally we have

the following proposition.

Proposition 2.2.12. Let X ∈ MFdS(f) be of size n. Let ΩMFd
S(f)

(X) and Ω−
MFd

S(f)
(X) be the

matrix factorizations constructed in 2.2.10. Then, for each k ∈ Zd,

cok(Ωk) ∼= syz1R(cokφk)⊕Rmk ∼= cok(Ω−
k )

where mk = n− µR(cokφk).

Proof. Let k ∈ Zd. The diagram (2.2.3) induces the diagram

0 0 0

0 F̂k+1 F̂k cokΩk 0

0 Fk+1 ⊕ F̂k+1 Fk ⊕ F̂k Fk/fFk 0

0 Fk+1 Fk cokφk 0

0 0 0

Ωk

Dk

φk

with exact rows and columns. The right most column displays cokΩk as a (not necessarily

reduced) syzygy of cokφk over R as desired.
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Alternatively, we can see from the explicit formulas for Ωk and Ω−
k that

cokΩk
∼= cok θX(k+1)k

∼= cokΩ−
k .

Now, recall that θ(k+1)k = φk+1φk+2 · · ·φk−1. Since (φk, θ(k+1)k) is a matrix factorization with

2 factors, we have that cok(θ(k+1)k) ∼= syz1R(cokφk) ⊕ Rmk for some mk ≥ 0. In particular,

mk = n− µR(cokφk) by the uniqueness of minimal free resolutions over R.

2.2.3 Frobenius structure

We note that since the matrix factorizations P (X) ∼= I(X) ∼=
⊕d

i=1Pn
i are projective and

injective by Lemma 2.2.9, the sequences (2.2.4) and (2.2.6) imply that MFdS(f) has enough

projectives and enough injectives. Additionally, we have the following.

Proposition 2.2.13. An object X ∈ MFdS(f) is projective if and only if it is injective.

Proof. Let X ∈ MFdS(f). If X is projective, (2.2.4) implies that X is a summand of the

injective matrix factorization P (X) and therefore is injective. Conversely, if X is injective,

(2.2.6) implies it is a summand of the projective I(X).

We have therefore established our original goal of this section.

Theorem 2.2.14. The category MFdS(f) is a Frobenius category.

For matrix factorizations X,X ′ ∈ MFdS(f), let I(X,X
′) denote the set of morphisms X

to X ′ that factor through an injective (equivalently a projective) matrix factorization. The

stable category MFdS(f) is formed by taking the same objects as MFdS(f) and morphisms

given by the quotient

HomMFd
S(f)

(X,X ′) = HomMFd
S(f)

(X,X ′)/I(X,X ′).

A consequence of Theorem 2.2.14 is that MFdS(f) carries the structure of a triangulated

category with suspension functor given by Ω−
MFd

S(f)
(−) [Hap88, p. I.2]. We call a morphism
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(α1, α2, . . . , αd) : X → X ′ null-homotopic if there exist S-homomorphisms sj : Fj → F ′
j−1,

j ∈ Zd, such that

αi =
∑
k∈Zd

θX
′

i(i−k)si−k+1θ
X
(i−k+1)i

for each i ∈ Zd. We denote by HMFdS(f) the homotopy category of matrix factorizations

which has the same objects as MFdS(f) and, for any X,X
′ ∈ MFdS(f), has morphisms

HomHMFd
S(f)

(X,X ′) = HomMFd
S(f)

(X,X ′)/ ∼,

where ∼ is the equivalence relation α ∼ α′ if and only if α− α′ is null-homotopic.

Proposition 2.2.15. The stable category MFdS(f) and the homotopy category HMFdS(f)

coincide.

Proof. Let X,X ′ ∈ MFdS(f). It suffices to show that a morphism α : X → X ′ is null-

homotopic if and only if it factors through the morphism λX : X → I(X). The proof relies

on an explicit description of morphisms I(X) → X ′. Indeed, if β : I(X) → X ′ is any

morphism, then, for any k, j ∈ Zd, we have a commutative diagram

Fk+j−1 ⊕ F̂k+j−1 Fk+j−2 ⊕ F̂k+j−2 · · · Fk+1 ⊕ F̂k+1 Fk ⊕ F̂k

F ′
k+j−1 F ′

k+j−2 · · · F ′
k+1 F ′

k.

βk+j−1

D′
k+j−2

βk+j−2

D′
k+j−3 D′

k+1

βk+1

D′
k

βk

φ′
k+j−2 φ′

k+j−3 φ′
k+1 φ′

k

Recall that, for any ℓ ∈ Zd and (aℓ+1, aℓ+2, . . . , aℓ−1, aℓ) ∈ Fℓ+1 ⊕ F̂ℓ+1, we have that

D′
ℓ((aℓ+1, aℓ+2, . . . , aℓ−1, aℓ)) = (aℓ, faℓ+1, aℓ+2, . . . , aℓ−1).

In other words, D′
ℓ cyclically permutes each components of Fℓ+1 ⊕ F̂ℓ+1 but only scales Fℓ+1

by f .

Now, let k, j ∈ Zd with j ̸= 1. It follows that the maps D′
k, D

′
k+1, . . . , D

′
k+j−2 are the

identity on Fk+j and therefore so is the product D′
kD

′
k+1 · · ·D′

k+j−2. Write the components
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of βi as

βi =

(
βii βi(i+1) βi(i+2) · · · βi(i−1)

)
for some βi(i+s) : Fi+s → F ′

i . By the above observation, we have that

βk(k+j) = φ′
kφ

′
k+1 · · ·φ′

k+j−2β(k+j−1)(k+j) = θX
′

k(k+j−1)β(k+j−1)(k+j)

by the commutativity of the outer most rectangle of the diagram above. Therefore,

βk =

(
θX

′

k(k−1)β(k−1)k βk(k+1) θX
′

k(k+1)β(k+1)(k+2) · · · θX
′

k(k−2)β(k−2)(k−1)

)
.

Now, if β : I(X) → X ′ is such that βλX = α, then

αk = βkλ
X
k = −

∑
i∈Zd

θX
′

k(k−i)β(k−i)(k−i+1)θ
X
(k−i+1)k

for any k ∈ Zd. This says precisely that α is null-homotopic via the maps {−β(j−1)j}j∈Zd
.

Conversely, if α is null-homotopic via maps sj : Fj → F ′
j−1, then it is not hard to see

that the maps

γk =

(
θX

′

k(k−1)sk sk+1 θX
′

k(k+1)sk+2 · · · θX
′

k(k−1)sk−1

)
,

for k ∈ Zd, form a morphism γ = (γ1, γ2, . . . , γd) : I(X) → X ′ such that α = γλX .

To end this section, we give explicit formula for the mapping cone of a morphism. Suppose

α : X → X ′ is a morphism in MFdS(f). The mapping cone of α is the matrix factorization

C(α) = (∆1,∆2, . . . ,∆d) where
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∆k =



φ′
k 0 0 · · · 0 αk

0 0 0 · · · 0 −θX(k+1)k

0 1Fk+2
0 · · · 0 −θX(k+2)k

0 0 1Fk+3

. . . 0 −θX(k+3)k

...
...

. . .
...

...

0 0 · · · · · · 1Fk−1
−θX(k−1)k


: F ′

k+1 ⊕ F̂k+1 → F ′
k ⊕ F̂k

for all k ∈ Zd. The cone of α fits into a commutative diagram

X I(X) Ω−
MFd

S(f)
(X)

X ′ C(α) Ω−
MFd

S(f)
(X)

α

λX

β

ηX

q p

where pk =

(
0 1F̂k

)
, qk =

1F ′
k

0

, and βk =

 αk 0

−ΞXk 1F̂k

 for all k ∈ Zd, and p =

(p1, . . . , pd), q = (q1, . . . , qd), and β = (β1, . . . , βd).

Remark 2.2.16. Let X ∈ MFdS(f). By tensoring with R = S/(f), which we denote here by

□ = □⊗S R, one can associate to X an infinite chain of free R-modules:

· · · F 2 F 1 F d · · · F 2 F 1 · · ·φ2 φ1 φd φd−1 φ2 φ1 φd

In the case d = 2, this chain is an acyclic complex and, by truncating appropriately, it forms

a free resolution of cokφ1 over R (or of cokφ2). However, if d > 2, this chain is not acyclic.

In fact, it is not a complex. Instead, it is precisely an acyclic d-complex (see [IKM17]). With

this perspective in mind, it is likely that the formulas given in this section can be obtained

as lifted versions of the ones found in [IKM17, Section 2].
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2.3 More on the structure of MFd
S(f )

For a matrix factorization X = (φ1 : F2 → F1, . . . , φd : F1 → Fd), we study its syzygy,

ΩMFd
S(f)

(X) = (Ω1,Ω2, . . . ,Ωd), defined in Section 2.2.2. We start with a fundamental result

regarding the relationship between projective summands in MFdS(f) and free summands in

MCM(R). Recall that a matrix factorization X ∈ MFdS(f) is stable if, for all k ∈ Zd, the

MCM R-module cokφk has no direct summands isomorphic to R.

Proposition 2.3.1. Let X = (φ1, . . . , φd) ∈ MFdS(f) and set Mi = cokφi for all i ∈ Zd.

Then X has a projective summand isomorphic to Pi if and only if Mi has a free R-summand.

Proof. The statement holds when d = 2 (for instance see [Yos90, p. 7.5]). So, assume d ≥ 3.

One direction is immediate: If X ∼= X ′ ⊕ Pi for some X ′ = (φ′
1, . . . , φ

′
d) ∈ MFdS(f) and

i ∈ Zd, then Mi
∼= cokφ′

i ⊕R.

A matrix factorization Y is a summand of X if and only if T j(Y ) is a summand of

T j(X) for any j ∈ Zd. Therefore, for the converse, we may assume i = 1. That is, assume

M1
∼= M ⊕ R for some MCM R-module M . By Proposition 1.2.8 (i), there exists (φ : G →

F, ψ : F → G) ∈ MF2
S(f), with φ minimal, such that cokφ ∼= M . Then

0 G⊕ S F ⊕ S M1 0


φ 0

0 f



is a minimal free resolution of M1 over S. Thus, there exists isomorphisms α and β and a

commutative diagram
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0 F2 F1 M1 0

0 G⊕ S ⊕ Sm F ⊕ S ⊕ Sm M1 0

β

φ1

α



φ 0 0

0 f 0

0 0 1Sm



for some m ≥ 0. It follows that we have an isomorphism of matrix factorizations in MF2
S(f):

(φ1, φ2φ3 · · ·φd) ∼=



φ 0 0

0 f 0

0 0 1Sm

 ,


ψ 0 0

0 1 0

0 0 f · 1Sm


 .

The isomorphisms α and β also give us an isomorphism of matrix factorizations in MFdS(f):

X ∼= (αφ1, φ2, . . . , φd−1, φdα
−1)

∼= (αφ1β
−1, βφ2, . . . φd−1, φdα

−1).

Let p1 : F⊕S⊕Sm → S and p2 : G⊕S⊕Sm → S be projection onto the middle components

of F ⊕ S ⊕ Sm and G⊕ S ⊕ Sm respectively. Consider the diagram

F ⊕ S ⊕ Sm Fd · · · F4 F3 G⊕ S ⊕ Sm F ⊕ S ⊕ Sm

S S · · · S S S S.

p1

φdα
−1

p2βφ2φ3···φd−1

φd−1 φ4

p2βφ2φ3

φ3

p2βφ2

βφ2

p2

αφ1β−1

p1

1 1 1 1 1 f

The two right most squares commute, the first since αφ1β
−1 =


φ 0 0

0 f 0

0 0 1Sm

 and the second

by construction. Similarly, for k = 3, 4, . . . , d− 1, the square

Fk+1 Fk

S S

p2βφ2φ3···φk−1φk

φk

p2βφ2φ3···φk−1

1
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commutes. Since p1αφ1β
−1 = fp2, we have that

fp1 = p1f = p1αφ1β
−1βφ2φ3 · · ·φd−1φdα

−1

= fp2βφ2φ3 · · ·φd−1φdα
−1.

We may cancel f on the left to conclude that the left most square also commutes. Thus, we

have a morphism

X ∼= (αφ1β
−1, βφ2, . . . , φd−1, φdα

−1) → P1.

We claim that this morphism is an admissible epimorphism. By Lemma 2.2.3, it suffices to

show that each of the vertical maps depicted above are surjective. By the commutativity of

the diagram,

p1 = (p2βφ2φ3 · · ·φk)(φk+1φk+2 · · ·φd−1φdα
−1)

for each k = 2, 3, . . . , d − 1. Since p1 is surjective, this implies p2βφ2φ3 · · ·φk is surjective

for each k = 2, 3, . . . , d − 1 as claimed. Since P1 is projective, the admissible epimorphism

X ↠ P1 implies that X has a direct summand isomorphic to P1.

Corollary 2.3.2.

(i) The objects P1,P2, . . . ,Pd ∈ MFdS(f) are the only indecomposable projectives (equiva-

lently injectives) up to isomorphism.

(ii) Let Q be a non-zero projective (equivalently injective) object in MFdS(f). Then Q ∼=⊕
i∈Zd

Psi
i for some si ≥ 0.

(iii) A matrix factorization X ∈ MFdS(f) is stable if and only if it has no non-zero projective

direct summands.

Proof. Let Q = (Q1, Q2, . . . , Qd) ∈ MFdS(f) be an indecomposable projective of size n. Then

we have a short exact sequence of the form (2.2.4), and more specifically, Q is a direct

summand of P (Q) ∼=
⊕

i∈Zd
Pn
i . It follows that, for any k ∈ Zd, cokQk is either 0 or has
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a direct summand isomorphic to R. Since Q is non-zero matrix factorization, there exists

j ∈ Zd such that cokQj ̸= 0. Thus, cokQj has a direct summand isomorphic to R. By

Proposition 2.3.1, this implies that Q has a direct summand isomorphic to Pj. Since Q

is indecomposable, we have that Q ∼= Pj. The statement about indecomposable injectives

follows immediately because of Lemma 2.2.13.

To show (ii), let Q = (Q1, Q2, . . . , Qd) ∈ MFdS(f) be an arbitrary projective of size n.

Then, since Q is projective, there is an isomorphism of matrix factorizations
⊕

i∈Zd
Pn
i
∼=

P (Q) ∼= Q ⊕ ΩMFd
S(f)

(Q). It follows that cokQi
∼= Rsi for some 0 ≤ si ≤ n, where si = 0

means cokQi = 0. Using Proposition 2.3.1, we have that Q ∼=
⊕

Psi
i as desired.

The third statement follows by combining (i) and Proposition 2.3.1.

In Chapter 3.1 we will see that if the regular ring S is complete, then the Krull-Remak-

Schmidt Theorem holds in MFdS(f). However, for an arbitrary regular local ring, Proposition

2.3.1 and Corollary 2.3.2 combine to give us “cancellation” of projective objects without the

full strength of the Krull-Remak-Schmidt Theorem.

Proposition 2.3.3. Let X,X ′ ∈ MFdS(f) and let Q ∈ MFdS(f) be projective. If X ⊕ Q ∼=

X ′ ⊕Q, then X ∼= X ′ in MFdS(f).

Proof. First assume that Q is an indecomposable projective, that is, Q = Pi for i ∈ Zd.

We claim that that Pi ∈ MFdS(f) has a local endomorphism ring. To see this, notice that

if (α1, . . . , αd) ∈ EndMFd
S(f)

(Pi), then α1 = α2 = · · · = αd. Then the map which sends

(α1, α1, . . . , α1) 7→ α1 ∈ S forms an isomorphism EndMFd
S(f)

(Pi) ∼= S. Since idempotents

split in MFdS(f) (see A.1), we may apply [LW12, Lemma 1.2] to conclude that Pi can be

cancelled. In other words, we have shown that X ⊕ Pi ∼= X ′ ⊕ Pi implies that X ∼= X ′.

Finally, applying 2.3.2(ii) for arbitrary projective Q, we may cancel one indecomposable

projective at a time and conclude that X⊕Q ∼= X ′⊕Q implies that X ∼= X ′ as required.

The exact structure on MFdS(f) ensures that ΩMF d
S (f)

(X) is stably equivalent to any
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matrix factorization K such that there exists a short exact sequence

K P X

where P is projective. This follows from the appropriate version of Schanuel’s Lemma in

MFdS(f).

Lemma 2.3.4. (Schanuel’s Lemma) Let X ∈ MFdS(f) and suppose

K P X
q p

and K ′ P ′ X
q′ p′

are short exact sequences of matrix factorizations with P and P ′ projective. Then P ⊕K ′ ∼=

K ⊕ P ′.

We omit the proof as it follows from [Büh10, Proposition 2.12]. The next Lemma follows

directly from Lemma 2.3.4, Proposition 2.3.3, and the sequences (2.2.4) and (2.2.6).

Lemma 2.3.5. Let X,X ′ ∈ MFdS(f). Then

(i) ΩMFd
S(f)

(X ⊕X ′) ∼= ΩMFd
S(f)

(X)⊕ ΩMFd
S(f)

(X ′)

(ii) Ω−
MFd

S(f)
(X ⊕X ′) ∼= Ω−

MFd
S(f)

(X)⊕ Ω−
MFd

S(f)
(X ′)

(iii) ΩMFd
S(f)

(X) (respectively Ω−
MFd

S(f)
(X)) is projective if and only if X is projective.

As a consequence, both ΩMFd
S(f)

(−) and Ω−
MFd

S(f)
(−) define additive functors from the

stable category MFdS(f) to itself.

Proposition 2.3.6. Let X ∈ MFdS(f) be of size n and P =
⊕d

i=1 Pi. Then we have isomor-

phisms

(i) ΩMFd
S(f)

(Ω−
MFd

S(f)
(X)) ∼= X ⊕ P(d−2)n,
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(ii) Ω−
MFd

S(f)
(ΩMFd

S(f)
(X)) ∼= X ⊕ P(d−2)n, and

(iii) ΩMFd
S(f)

(X) ∼= Ω−
MFd

S(f)
(X).

Proof. Since Ω−
MFd

S(f)
(X) is of size (d− 1)n, there is a short exact sequence

ΩMFd
S(f)

(Ω−
MFd

S(f)
(X)) P(d−1)n Ω−

MFd
S(f)

(X).

By applying Schanuel’s lemma to this sequence and the sequence (2.2.6), we find that

ΩMFd
S(f)

(Ω−
MFd

S(f)
(X))⊕ Pn ∼= X ⊕ P(d−1)n.

We may cancel one copy of Pn from both sides by Proposition 2.3.3 to obtain the first

statement. Dually, the second statement follows from the injective version of Schanuel’s

Lemma.

In order to prove (iii), we construct an explicit isomorphism. For each k ∈ Zd define an

S-homomorphism αk : F̂k → F̂k by

αk =



1Fk+1
θX(k+1)(k+2) θX(k+1)(k+3) · · · θX(k+1)(k−1)

0 1Fk+2
θX(k+2)(k+3) · · · θX(k+2)(k−1)

0 0 1Fk+3

. . .
...

...
...

...
. . . θX(k−2)(k−1)

0 0 · · · 1Fk−1


where θXji = φjφj+1 · · ·φi−2φi−1 for i ̸= j and the identity on Fj for i = j. Notice that each

αk is an isomorphism and, by using the explicit descriptions of Ωk and Ω−
k in (2.2.10), we

have that the diagram

F̂k+1 F̂k

F̂k+1 F̂k

αk+1

Ωk

αk

Ω−
k
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commutes for all k ∈ Zd. Hence, we have an isomorphism of matrix factorizations (α1, . . . , αd) :

ΩMFd
S(f)

(X) → Ω−
MFd

S(f)
(X).

Remark 2.3.7. In the case d = 2, no projective summands occur in the first two isomor-

phisms of Proposition 2.3.6. This agrees with what we saw in Example 2.2.11 which said

that the syzygy and cosyzygy operations are isomorphic to the shift functor:

ΩMF2
S(f)

(φ, ψ) ∼= (ψ, φ) ∼= Ω−
MF2

S(f)
(φ, ψ)

for any (φ, ψ) ∈ MF2
S(f). From this we can see that all three statements of Proposition 2.3.6

are immediate when d = 2. In particular, the isomorphism in Proposition 2.3.6 (iii) is just

the identity. In contrast, the isomorphism constructed in Proposition 2.3.6 (iii) when d = 3

is

F2 ⊕ F3 F1 ⊕ F2 F3 ⊕ F1 F2 ⊕ F3

F2 ⊕ F3 F1 ⊕ F2 F3 ⊕ F1 F2 ⊕ F3


1F2

φ2

0 1F3




−φ1 −φ1φ2

1F2
0



1F1

φ1

0 1F2




−φ3 −φ3φ1

1F1
0



1F3

φ3

0 1F1




−φ2 −φ2φ3

1F3
0



1F2

φ2

0 1F3




0 −φ1φ2

1F2
−φ2




0 −φ3φ1

1F1
−φ1




0 −φ2φ3

1F3
−φ3



.

The next Proposition uses Proposition 2.3.6 to show that each object in MFdS(f) has a

projective resolution which is periodic of period at most 2. A projective resolution in this

context is with respect to the exact structure on MFdS(f) (see [Büh10, p. 12.1]).

Proposition 2.3.8. Let X ∈ MFdS(f). Then X has a projective resolution which is periodic
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with period at most 2:

· · · I(X) P (X) I(X) P (X) X.
q p q p

Proof. Set Ω(X) = ΩMFd
S(f)

(X) and Ω−(X) = Ω−
MFd

S(f)
(X). Let α : Ω(X) → Ω−(X) be the

isomorphism constructed in Proposition 2.3.6. Then we have two diagrams

I(X) P (X) I(X)

Ω(X) X
α−1ηX ρXϵX λX

(2.3.1)

and
P (X) I(X) P (X)

X Ω(X)
ρX α−1ηXλX ϵX

. (2.3.2)

The middle sequence in (2.3.2) is short exact since we have a commutative diagram

X I(X) Ω(X)

X I(X) Ω−(X)

λX α−1ηX

α

λX ηX

with vertical isomorphisms. The desired resolution follows by splicing together (2.3.1) and

(2.3.2), that is, by setting p = ϵXα−1ηX and q = λXρX .

Proposition 2.3.1 and Corollary 2.3.2 give us a clearer picture of the structure of matrix

factorizations and the MCM R-modules they encode.

Proposition 2.3.9. Let X = (φ1, . . . , φd) ∈ MFdS(f). Then

X ∼= X̃ ⊕ Ps1
1 ⊕ Ps2

2 ⊕ · · · ⊕ Psd
d (2.3.3)

for some stable matrix factorization X̃ = (φ̃1, . . . , φ̃d) and integers sk ≥ 0, k ∈ Zd. The
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integers sk are uniquely determined and X̃ is unique up to isomorphism.

Proof. For each k ∈ Zd, we may write cokφk ∼= Mk ⊕ Rsk for a stable MCM R-module

Mk. The integer sk is uniquely determined by cokφk. By Proposition 2.3.1, X has a

direct summand isomorphic to Psk
k . Hence, we may write X ∼= X̃ ⊕

(⊕
k∈Zd

Psk
k

)
for some

X̃ = (φ̃1, . . . , φ̃d) ∈ MFdS(f). By construction, cok φ̃k has no free summands for each k ∈ Zd.

Hence, X̃ is a stable matrix factorization and cok φ̃k ∼= Mk for each k ∈ Zd.

Suppose we have another decomposition X ∼= Ỹ ⊕
(⊕

k∈Zd
Psk
k

)
. By Proposition 2.3.3,

we may cancel the indecomposable projectives and conclude that X̃ ∼= Ỹ as desired.

Corollary 2.3.10. Let X = (φ1, . . . , φd) ∈ MFdS(f) of size n. Then

ΩMFd
S(f)

(X) ∼= Ω̃⊕ Pm1
1 ⊕ · · · ⊕ Pmd

d (2.3.4)

wheremk = n−µR(cokφk) and Ω̃ ∈ MFdS(f) is stable. Furthermore, Ω̃ is of size
∑d

k=1 µR(cokφk)−

n.

Proof. The isomorphism (2.3.4) follows by combining Propositions 2.3.9 and 2.2.12. Let

ℓ ≥ 0 be the size of Ω̃. Since ΩMFd
S(f)

(X) is of size (d− 1)n, we have that

(d− 1)n = ℓ+
d∑

k=1

mk = ℓ+ dn−
d∑

k=1

µR(cokφk).

Thus, ℓ =
∑d

k=1 µR(cokφk)− n.

Over the hypersurface ring R = S/(f), the reduced syzygy of an indecomposable non-free

MCM R-module is again indecomposable. This is a special case of a theorem of Herzog (see

[LW12, Lemma 9.14]). Proposition 2.3.11 gives an analogous result for matrix factorizations.

Proposition 2.3.11. Let X ∈ MFdS(f) be a indecomposable non-projective matrix factor-

ization and let ΩMFd
S(f)

(X) ∼= Ω̃ ⊕ P be a decomposition of the form (2.3.4). Then Ω̃ is

indecomposable.
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Proof. First, note that Ω̃ ̸= 0. Indeed, if Ω̃ was zero, then ΩMFd
S(f)

(X) would be projective

and Proposition 2.3.5 would imply that X is projective as well, which is not the case. So,

assume Ω̃ = Y1 ⊕ Y2 for some non-zero Y1, Y2 ∈ MFdS(f). Since Ω̃ is stable, the direct

summands Y1 and Y2 are also stable. Then

Ω−
MFd

S(f)
(ΩMFd

S(f)
(X)) ∼= Ω−

MFd
S(f)

(Ω̃)⊕ Ω−
MFd

S(f)
(P )

∼= Ω−
MFd

S(f)
(Y1)⊕ Ω−

MFd
S(f)

(Y2)⊕ Ω−
MFd

S(f)
(P ).

For i = 1, 2, decompose Ω−
MFd

S(f)
(Yi) ∼= Ui ⊕ Pi, for some stable Ui and projective Pi. Now,

applying Proposition 2.3.6, we have that

X ⊕ P(d−2)n ∼= U1 ⊕ U2 ⊕ P1 ⊕ P2 ⊕ Ω−
MFd

S(f)
(P )

where n is the size of X. Since both sides of this isomorphism are decomposed into the form

(2.3.3), we have that U1 ⊕ U2
∼= X. But X is indecomposable, so one of U1 or U2 must

be zero. Re-indexing if necessary, we may assume U1 = 0. This implies that Ω−
MFd

S(f)
(Y1)

is projective and therefore Y1 is projective. However, this is a contradiction since Y1 is a

non-zero stable matrix factorization. Hence, Ω̃ is indecomposable.

So far, we have refrained from assuming that X is a reduced matrix factorization. On

the other hand, if we do assume that X ∈ MFdS(f) is reduced, we obtain slightly stronger

versions of 2.2.12, 2.3.9, 2.3.10, and 2.3.11.

Corollary 2.3.12. Let X ∈ MFdS(f) be reduced. Then the following hold.

(i) cokΩk
∼= syz1R(cokφk) for each k ∈ Zd.

(ii) Both X and ΩMFd
S(f)

(X) are stable.

(iii) If X is indecomposable, then ΩMFd
S(f)

(X) is indecomposable.
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Proof. By Corollary 1.2.8(ii), there is a one-to-one correspondence between reduced matrix

factorizations in MF2
S(f) and stable MCM R-modules. If X = (φ1, φ2, . . . , φd) ∈ MFdS(f) is

reduced, then (φk, φk+1φk+2 · · ·φk−1) is a reduced matrix factorization in MF2
S(f) for each

k ∈ Zd. Hence, cokφk is a stable MCM R-module for each k ∈ Zd and cok(φk+1φk+2 · · ·φk−1)

is its reduced first syzygy. Since, by Proposition 2.2.12, cokΩk
∼= cok(φk+1φk+2 · · ·φk−1),

the first statement follows. The second statement follows from Proposition 2.3.1 and the

third follows from the second and Proposition 2.3.11.
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3 | Endomorphisms of the Projective

Generator

Let (S, n,k) be a regular local ring, f a non-zero non-unit in S, and d ≥ 2 an integer. In

this chapter, we will show that MFdS(f) is equivalent to the category of MCM modules over

a certain non-commutative S-algebra which is finitely generated and free as an S-module.

This extends a result of Solberg [Sol89, Proposition 1.3] for all d ≥ 2. As a consequence

we will conclude that, if S is complete, the Krull-Remak-Schmidt Theorem (KRS) holds in

MFdS(f).

3.1 MFd
S(f ) as a category of modules

Recall from Chapter 2 the projective (equivalently injective) matrix factorizations P1,P2, . . . ,Pd,

and their direct sum P =
⊕

i∈Zd
Pi. Our first step is to understand the morphisms from Pj

to Pi for any i, j ∈ Zd.

Definition 3.1.1. For i ̸= j ∈ Zd, let eij ∈ HomS(S, S)
d denote the d-tuple of homomor-

phisms such that the j + 1, j + 2, . . . , i − 1, i components are multiplication by f while the

rest are the identity on S. For each i ∈ Zd, let eii = 1Pi
, the identity on Pi.

For instance, if i ∈ Zd, the i-th map in ei(i−1) is multiplication by f and the rest are

the identity on S while e(i−1)i is of the form (f, f, . . . , f, 1, f, . . . , f, f), where only the i-th

component is the identity on S.

Lemma 3.1.2. For all i, j ∈ Zd, HomMFd
S(f)

(Pj,Pi) = S · eij. In particular, the morphisms

from Pj to Pi form a free S-module of rank 1.
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Proof. The morphisms from Pj to Pi are tuples of the form (α1, . . . , αd) for some αk ∈ S.

If (α1, . . . , αd) ∈ HomMFd
S(f)

(Pi,Pi), then it is easy to see that α1 = α2 = · · · = αd and

so HomMFd
S(f)

(Pi,Pi) = S · eii. Suppose (α1, . . . , αd) ∈ HomMFd
S(f)

(Pj,Pi) where i ̸= j.

Consider the following diagram, which commutes since (α1, . . . , αd) is a morphism of matrix

factorizations:

Pj · · · S S · · · S S · · ·

Pi · · · S S · · · S S · · ·

1 1

αi+1

1

αi

1 f

αj+1 αj

1

1 f 1 1 1 1

We conclude that αj+1 = αj+2 = · · · = αi, αj = αj−1 = · · · = αi+1, and αi = fαi+1.

Thus, each component of the morphism can be rewritten in terms of the element αi+1 ∈ S.

It follows that (α1, . . . , αd) = αi+1eij, that is, HomMFd
S(f)

(Pj,Pi) is generated by eij as an

S-module. Since the components of eij are given by multiplication by non-zero elements of

S, a morphism s · eij = 0 if and only if s = 0. Hence, HomMFd
S(f)

(Pj,Pi) is in fact a free

S-module of rank 1 for all i, j ∈ Zd.

Let Γ = EndMFd
S(f)

(P)op where P =
⊕d

i=1 Pi. As S-modules, Γ ∼=
⊕

i,j∈Zd
Hom(Pj,Pi)

and therefore, Lemma 3.1.2 implies that Γ is a free S-module of rank d2. For each pair

i, j ∈ Zd, use the same symbol eij to denote the image of the generator of Hom(Pj,Pi)

under the natural inclusion Hom(Pj,Pi) → Γ. The set {eij}i,j∈Zd
forms a basis for Γ as an

S-module. We record the basic rules for multiplication of the basis elements eij.

Lemma 3.1.3. The basis elements {eij}i,j∈Zd
satisfy the following properties.

(i) eijepq ̸= 0 if and only if i = q

(ii) e2ii = eii for all i ∈ Zd

(iii)
∑d

i=1 eii = 1Γ

(iv) eijeii = eij and ejjeij = eij for all i, j ∈ Zd
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(v) ei(i−1)eji =


fe(i−1)(i−1) if j = i− 1

ej(i−1) otherwise

(vi) eije(i+1)i =


fe(i+1)(i+1) j = i+ 1

e(i+1)j otherwise

(vii)

(
d∑
i=1

ei(i−1)

)
ejj = ej(j−1) = e(j−1)(j−1)

(
d∑
i=1

ei(i−1)

)
for all j ∈ Zd

Lemma 3.1.4. Let i, j ∈ Zd with i ̸= j. Then eij can be written as a product of basis

elements of the form eℓ(ℓ−1). In particular, eij = e(j+1)je(j+2)(j+1) · · · e(i−1)(i−2)ei(i−1).

Proof. Let i ̸= j ∈ Zd. Lemma 3.1.3 (vi) implies that, for any ℓ ̸= j ∈ Zd, the element eℓ(ℓ−1)

can be factored out of eℓj on the right

eℓj = e(ℓ−1)jeℓ(ℓ−1).

Since i ̸= j, we may apply this equality for ℓ = i, i − 1, . . . , j + 2, j + 1 which gives us the

factorization

eij = e(i−1)jei(i−1)

= e(i−2)je(i−1)(i−2)ei(i−1)

= · · ·

= e(j+1)je(j+2)(j+1) · · · e(i−1)(i−2)ei(i−1).

The element
∑d

i=1 ei(i−1) ∈ Γ is of particular interest because of the following.
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Lemma 3.1.5. Let z =
∑d

i=1 ei(i−1) and s ≥ 1 an integer. Write s = dq + r for q ≥ 0 and

0 ≤ r < d. Then

zs = f q
d∑
i=1

ei(i−r).

In particular, zd = f · 1Γ.

Proof. If s = 1 there is nothing to prove. Assume the formula holds for s ≥ 1 and consider

zs+1. By induction,

zs+1 = z · f q
d∑
i=1

ei(i−r)

where s = dq + r, q ≥ 0, and 0 ≤ r < d. If r = d− 1, then, by Lemma 3.1.3,

z ·
d∑
i=1

ei(i−r) =
d∑
i=1

e(i+1)iei(i+1) = f · 1Γ.

Since s = dq + d− 1, we have that s+ 1 = d(q + 1). Hence,

zs+1 = f q+1

d∑
i=1

eii

as needed. If 0 ≤ r < d− 1, then

z ·
d∑
i=1

ei(i−r) =
d∑
i=1

ei(i−r−1)

also by Lemma 3.1.3. In this case,

zs+1 = f q
d∑
i=1

ei(i−(r+1))

which completes the induction since s+ 1 = dq + (r + 1) with 0 ≤ r + 1 < d.

Let MCM(Γ) denote the full subcategory of finitely generated left Γ-modules which are

free when viewed as S-modules via the inclusion S · 1Γ ⊂ Γ.
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Theorem 3.1.6. The categories MCM(Γ) and MFdS(f) are equivalent.

Before the proof of Theorem 3.1.6, we record one consequence which will be of use in

future sections.

Recall that the Krull-Remak-Schmidt Theorem (KRS) holds in an additive category if

each object decomposes into a finite direct sum of indecomposable objects and if this direct

sum decomposition is unique up to isomorphism and permutation of the indecomposable

summands.

Corollary 3.1.7. Assume that S is complete. Then KRS holds in MFdS(f).

Proof. If S is complete, it is known that KRS holds in the category MCM(Γ) (for example

see [Aus86, Section 1]). Hence, by Theorem 3.1.6, KRS also holds in MFdS(f).

The rest of this section is dedicated to proving Theorem 3.1.6. We start by defining a

functor H : MCM(Γ) → MFdS(f) using the element z =
∑d

i=1 ei(i−1) ∈ Γ. Let M be a Γ-

module in MCM(Γ). Lemma 3.1.3 (i)-(iii) show that e11, . . . , edd are orthogonal idempotents

such that e11 + e22 + · · ·+ edd = 1Γ. Thus, M decomposes, as an S-module, into

M = e11M ⊕ · · · ⊕ eddM.

Since M ∈ MCM(Γ), each summand eiiM is a free S-module. Lemma 3.1.3 (vii) shows that

left multiplication by z ∈ Γ defines an S-homomorphism between free S-modules z : eiiM →

e(i−1)(i−1)M for all i ∈ Zd.

Proposition 3.1.8. Let M ∈ MCM(Γ). The d-tuple of S-homomorphisms

(z : e22M → e11M, z : e33M → e22M . . . , z : e11M → eddM)

forms a matrix factorization of f in MFdS(f), where each map is multiplication by z =∑d
i=1 ei(i−1) ∈ Γ.
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Proof. In light of Lemma 3.1.5, the only piece that needs justification is that each of the free

S-modules involved are of the same rank. To see this, let i ∈ Zd. The composition

eiiM e(i+1)(i+1)M eiiM
zd−1 z

is f times the identity on eiiM . Similarly, the composition

e(i+1)(i+1)M eiiM e(i+1)(i+1)M
z zd−1

is f times the identity on e(i+1)(i+1)M . Since eiiM and e(i+1)(i+1)M are free over S, Lemma

1.2.9 implies that rankS(eiiM) = rankS(e(i+1)(i+1)M).

Following Proposition 3.1.8, the functor H : MCM(Γ) → MFdS(f) is defined as follows:

H(M) = (z : e22M → e11M, . . . , z : e11M → eddM) for any M ∈ MCM(Γ) and, for a

homomorphism h : M → N in MCM(Γ), define H(h) = (h|e11M , . . . , h|eddM), where h|eiiM

denotes the restriction of h to the S-direct summand eiiM . Since h is a Γ-homomorphism,

h|eiiM maps eiiM into eiiN . Since multiplication by an element of Γ commutes with any Γ-

homomorphism, this d-tuple forms a morphism between the matrix factorizations H(M) →

H(N). At this point we can prove that H is both full and faithful.

Proposition 3.1.9. The functor H : MCM(Γ) → MFdS(f) is full and faithful.

Proof. Let M,N ∈ MCM(Γ). If H(h) = 0 for some Γ-homomorphism h : M → N , then

h|eiiM = 0 for each i ∈ Zd. But this means that h =
⊕

i∈Zd
h|eiiM = 0 implying that H is

faithful.

In order to show that H is full, let (α1, . . . , αd) : H(M) → H(N) be a morphism of matrix

factorizations. So, αi : eiiM → eiiN and we have a commutative diagram

eiiM e(i−1)(i−1)M

eiiN e(i−1)(i−1)N

αi

z

αi−1

z

(3.1.1)
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for each i ∈ Zd. Let h =
⊕d

j=1 αj : M → N be the S-homomorphism given by h(m) =

α1(e11m) + α2(e22m) + · · · + αd(eddm) for all m ∈ M . We claim that h is in fact a Γ-

homomorphism and furthermore, H(h) = (α1, . . . , αd). The second claim follows from the

first and the definition of H and so our aim is to show that h is a homomorphism of Γ-

modules. Since h is an S-homomorphism and Γ is a finitely generated free S-module with

basis {eij}i,j∈Zd
, we would be done if we showed that eijh(m) = h(eijm) for all i, j ∈ Zd

and m ∈M . By Lemma 3.1.4, it suffices to show that the elements of the form ek(k−1) pass

through h since each eij is a product of elements of this form.

Let i ∈ Zd and m ∈ M . By Lemma 3.1.3(vii), multiplication by z on eiiM (respectively

on eiiN) coincides with multiplication by the element ei(i−1) ∈ Γ. Therefore, the diagram

(3.1.1) implies that

αi−1(ei(i−1)eiim) = ei(i−1)αi(eiim).

Since ei(i−1)eiim ∈ e(i−1)(i−1)M , the term on the left hand side is precisely h(ei(i−1)m). On

the other hand, since eiih(m) = αi(eiim), we have that

ei(i−1)h(m) = ei(i−1)eiih(m)

= ei(i−1)αi(eiim).

Together, we have that ei(i−1)h(m) = h(ei(i−1)m) as desired. Thus, h is a Γ-homomorphism

and H is full.

To show that H is dense, we define a functor F : MFdS(f) → MCM(Γ) which is given by

F(□) = HomMFd
S(f)

(P ,□), where P =
⊕d

i=1Pi. For a matrix factorization X ∈ MFdS(f),

F(X) is a left Γ-module by pre-composing any morphism P → X with an element of Γ. In

order to show that the image of F does indeed land in MCM(Γ), we must show that F(X)

is a free S-module. This requires an explicit description of the morphisms P → X.

Recall that Pi is the matrix factorization whose i-th component is multiplication by f

on S while the rest are the identity on S. For k ∈ Zd, let Dk : Sd → Sd be given by
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Dk(a1, . . . , ad) = (a1, . . . , ak−1, fak, ak+1, . . . , ad) for any (a1, . . . , ad) ∈ Sd. Then P = (D1 :

Sd → Sd, D2 : S
d → Sd, . . . , Dd : S

d → Sd).

Lemma 3.1.10. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f) and let (α1, α2, . . . , αd) ∈

HomMFd
S(f)

(P , X) = F(X). For each k ∈ Zd, we may write αk =

(
αk1 αk2 · · · αkd

)
for

some αki ∈ HomS(S, Fk). Then, for any j ̸= 0 ∈ Zd,

αk(k+j) = φkφk+1 · · ·φk+j−1α(k+j)(k+j).

Proof. Similar to the proof of Lemma 2.2.15, the formula follows from the following commu-

tative diagram:

Sd Sd · · · Sd Sd

Fk+j Fk+j−1 · · · Fk+1 Fk.

Dk+j−1

αk+j αk+j−1

Dk+j−2 Dk+1

αk+1

Dk

αk

φk+j−1 φk+j−2 φk+1 φk

The commutativity of the outermost rectangle gives us that

αkDkDk+1 · · ·Dk+j−1 = φkφk+1 · · ·φk+j−1αk+j.

Since j ̸= 0, the composition DkDk+1 · · ·Dk+j−1 is the identity on the (k+ j)-th component

of Sd. Therefore, if we compare the (k+ j)-th components of the homomorphisms on either

side of the above equality, we find that αk(k+j) = φkφk+1 · · ·φk+j−1α(k+j)(k+j) as desired.

Let X = (φ1 : F2 → F1, · · · , φd : F1 → Fd) ∈ MFdS(f) be a matrix factorization. Recall

the homomorphisms θXki : Fi → Fk, i, k ∈ Zd, which are given by

θXki =


1Fk

i = k

φkφk+1 · · ·φi−2φi−1 i ̸= k.
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For each (g1, . . . , gd) ∈
⊕d

i=1 Fi, we associate a d-tuple of S-homomorphisms

θX(g1, . . . , gd) :=

((
θXk1g1 θXk2g2 · · · θXkdgd

))d
k=1

.

Here θXkigi is being identified with its image in HomS(S, Fk) under the natural isomorphism

Fk ∼= HomS(S, Fk). When X is clear from context, we will omit the superscripts.

Lemma 3.1.11. Let X = (φ1 : F2 → F1, · · · , φd : F1 → Fd) ∈ MFdS(f). Then θ(g1, . . . , gd) ∈

HomMFd
S(f)

(P , X) for any (g1, . . . , gd) ∈
⊕d

i=1 Fi. Furthermore, the map θ :
⊕d

i=1 Fi →

HomMFd
S(f)

(P , X) is an isomorphism of S-modules.

Proof. First, we show that θ(g1, . . . , gd) as defined is in fact a morphism of matrix factoriza-

tions between P and X. What needs to be shown is the commutativity of the diagram

Sd Sd

Fk+1 Fk

(
θ(k+1)1g1 θ(k+1)2g2 ··· θ(k+1)dgd

)
Dk

(
θk1g1 θk2g2 ··· θkdgd

)

φk

for all k ∈ Zd. Notice that φkθ(k+1)k = φkφk+1φk+2 · · ·φk−1 = f · 1Fk
= fθkk and φkθ(k+1)i =

θki for all i ̸= k. Therefore, we have that

φk

(
θ(k+1)1g1 · · · θ(k+1)dgd

)
=

(
θk1g1 · · · fθkkgk · · · θkdgd

)
=

(
θk1g1 · · · θkkgk · · · θkdgd

)
Dk

which implies the commutativity of the diagram as desired.

In order to show θ is an S-module isomorphism, let (α1, . . . , αd) ∈ HomMFd
S(f)

(P , X),

k ∈ Zd, and denote the components of αk =

(
αk1 αk2 . . . αkd

)
∈ HomS(S

d, Fk) as

in Lemma 3.1.10. Furthermore, Lemma 3.1.10 tells us that αk(k+j) = θk(k+j)α(k+j)(k+j) for

each j ̸= 0. Hence, αk =

(
θk1α11 θk2α22 · · · θkdαdd

)
. It follows that the morphism
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(α1, . . . , αd) depends only on the diagonal components α11, α22, . . . , αdd. In particular, the

tuple (α11, . . . , αdd) ∈
⊕d

j=1 Fj is a pre-image for (α1, . . . , αd) under the map θ. Finally, θ is

injective since k-th component of

(
θk1g1 · · · θkkgk · · · θkdgd

)
is θkkgk = gk.

Corollary 3.1.12. For any X ∈ MFdS(f) of size n, the Γ-module F(X) = HomMFd
S(f)

(P , X)

is a free S-module of rank dn. In particular, F(X) ∈ MCM(Γ).

Consider how the elements eii ∈ Γ act on a morphism α : P → X. From the Lemma

3.1.11, we may write αk =

(
θk1g1 · · · θkdgd

)
for some (g1, . . . , gd) ∈

⊕d
j=1 Fj. For i ∈ Zd,

we write eii = (ϵ1ii, . . . , ϵ
d
ii) where ϵ

k
ii(a1, . . . , ad) = (0, . . . , 0, ai, 0, . . . , 0) for any (a1, . . . , ad) ∈

Sd. It follows that αk ◦ ϵkii =
(
0 · · · θkigi · · · 0

)
where the only nonzero entry is in the

i-th position. Hence, eii · α =

((
0 · · · θkigi · · · 0

))d
k=1

∈ eiiF(X) and in fact this is

the form of every element of eiiF(X):

eiiF(X) =

{((
0 · · · θkigi · · · 0

))d
k=1

∣∣∣gi ∈ Fi

}
.

Proposition 3.1.13. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f). Then

(θ|F1 , . . . , θ|Fd
) : X → HF(X) is an isomorphism of matrix factorizations.

Proof. First notice that for any gi ∈ Fi,

θ|Fi
(gi) = θ(0, . . . , 0, gi, 0, . . . , 0) =

((
0 · · · θkigi · · · 0

))d
k=1

∈ eiiF(X).

The restriction of θ is injective by definition and surjective by the paragraph preceding the

proposition. Therefore, it is enough to show the commutativity of the diagram

F1 Fd · · · F2 F1

e11F(X) eddF(X) · · · e22F(X) e11F(X).

φd

θ|F1

φd−1

θ|Fd

φ2 φ1

θ|F2
θ|F1

z z z z
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Let i ∈ Zd and gi+1 ∈ Fi+1. Then θ|Fi
φi(gi+1) =

((
0 · · · θkiφi(gi+1) · · · 0

))d
k=1

and

θkiφi(gi+1) =


fgi+1 k = i+ 1

φkφk+1 · · ·φi−1φi(gi+1) k ̸= i+ 1.

To compute the other composition, recall that z · e(i+1)(i+1)α = e(i+1)iα for any α ∈ F(X).

Write e(i+1)i = (ϵ1(i+1)i, ϵ
2
(i+1)i, . . . , ϵ

d
(i+1)i) where ϵ

k
(i+1)i : S

d → Sd for each k ∈ Zd. It suffices

to compute the composition of S-homomorphisms Sd → Fk

((
0 · · · θk(i+1)(gi) · · · 0

)
◦ ϵk(i+1)i

)
(a1, . . . , ad),

for each k ∈ Zd and (a1, . . . , ad) ∈ Sd. We have that

ϵk(i+1)i(a1, . . . , ad) =


(0, . . . , fai, . . . , 0) k = i+ 1

(0, . . . , ai, . . . , 0) k ̸= i+ 1

where the only non-zero entries are in the (i + 1)st position. Thus, the composition above

is equal to aiθk(i+1)(gi) when k ̸= i + 1 and faigi when k = i + 1. Comparing this with

the components of θ|Fi
φi(gi+1) we conclude that z ◦ θ|Fi+1

(gi+1) = θ|Fi
◦ φi(gi+1). Hence,

(θ|F1 , . . . , θ|Fd
) : X → HF(X) is an isomorphism of matrix factorizations.

As a consequence of Proposition 3.1.13, the functor H is also dense. This completes

the proof of Theorem 3.1.6. It is also worth mentioning that the analogous statement for

the composition FH is true, that is, FH(M) ∼= M for any M ∈ MCM(Γ). This follows

from observing that the isomorphism of free S-modules, θH(M) : M → FH(M), is also a

Γ-homomorphism. As in the proof of Proposition 3.1.9, one can show that ei(i−1)θH(M)(m) =

θH(M)(ei(i−1)m) for all m ∈M and i ∈ Zd.
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3.2 Periodic Resolutions

Let (S, n,k) be a complete regular local ring, f ∈ S a non-zero non-unit, and d ≥ 2. An

important consequence of Eisenbud’s Theorem 1.2.7 is that the minimal free resolution of

any finitely generated module over the hypersurface ring R = S/(f) is eventually periodic

with period at most two. The periodic part of the resolution is precisely given by a matrix

factorization (with 2 factors). Moreover, this property characterizes hypersurface rings: If

a local ring R has the property that the minimal free resolution of every finitely generated

module is eventually periodic, then the completion of R must be a hypersurface ring (see

[Eis80, Corollary 6.2]).

With this characterization in mind, we make two observations about the ring Γ =

EndMFd
S(f)

(P)op defined in Section 3.1.

Proposition 3.2.1. Let P =
⊕

i∈Zd
Pi and Γ = EndMFd

S(f)
(P)op. Then every finitely gener-

ated left Γ-module has a projective resolution which is eventually periodic of period at most

2.

Proof. Let N be a finitely generated Γ-module and set r = dimS. Let M = syzrΓ(N) be an

arbitrary r-th syzygy of N over Γ, and let

0 M Pr−1 Pr−2 · · · P1 P0 N 0

be the first r − 1 steps of a projective resolution of N for some finitely generated projective

Γ-modules Pi, i = 0, 1, . . . , r − 1. Recall that finitely generated projective Γ-modules are

in MCM(Γ), that is, they are finitely generated free S-modules. Thus, the Depth Lemma

implies that depthS(M) = r. Since MCM S-modules are free, we have that M ∈ MCM(Γ)

as well. Now, by Section 3.1, there exists X ∈ MFdS(f) of size n such that F(X) =

HomMFd
S(f)

(P , X) ∼= M . Since P is projective in MFdS(f), the functor F is exact. In

particular, applying F to the periodic resolution constructed in Proposition 2.3.8 yields an
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exact sequence of MCM Γ-modules

· · · F(P (X)) F(I(X)) F(P (X)) M 0.
F(p) F(q) F(p)

Actually, this is a free resolution of M over Γ since F(P (X)) ∼= F(
⊕

i∈Zd
Pn
i )

∼= Γn and

similarly F(I(X)) ∼= Γn. Thus, splicing together this periodic free resolution of M and the

projective resolution of N , we get an eventually periodic resolution of N with period at most

2.

Recall that a Noetherian ring Λ is said to be Iwanaga-Gorenstein if injdimΛΛ and

injdimΛopΛ are both finite.

Lemma 3.2.2. Let r be the Krull dimension of S. The ring Γ = EndMFd
S(f)

(P)op is Iwanaga-

Gorenstein of dimension r.

Proof. First we show that any short exact sequence

0 Γ M M ′ 0
q p

(3.2.1)

with M,M ′ ∈ MCM(Γ) splits. To see this, first note that H(Γ) = HF(P) ∼= P is injective

in MFdS(f). Therefore, the short exact sequence of matrix factorizations

H(Γ) H(M) H(M ′)
H(q) H(p)

is split. Since H is full and faithful, there exists t :M → Γ such that H(t)H(q) = 1H(Γ) and

tq = 1Γ which implies that (3.2.1) is split.

To finish the proof, we apply results from [Aus86] which apply to both Γ and Γop. By

[Aus86, Lemma 1.1] we have that Γ ∼= HomS(Q,S) for some projective Γop-module Q. The

functor HomS(□, S) : MCM(Γ) → MCM(Γop) defines a duality and therefore

Q ∼= HomS(HomS(Q,S), S) ∼= HomS(ΓΓ, S).
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Thus, HomS(ΓΓ, S) is Γop-projective which happens if and only if HomS(ΓopΓ, S) is Γ-

projective according to [Aus86, Lemma 5.1]. In this case, [Aus86, p. 5.2] says that injdimΓΓ =

injdimSS which is equal to r since S is Gorenstein. Interchanging the roles of Γ and Γop we

find that injdimΓopΓ = r as well.

Corollary 3.2.1 and Lemma 3.2.2 give a homological description of Γ which resembles

that of a commutative hypersurface ring. This prompts us to call Γ a “non-commutative

hypersurface ring”.
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4 | Branched Covers

4.1 The d-fold branched cover

Let (S, n,k) be a complete regular local ring, and let f be a non-zero non-unit in S. Set

R = S/(f) and fix an integer d ≥ 2.

Definition 4.1.1. The (d-fold) branched cover of R is the hypersurface ring

R♯ = SJzK/(f + zd).

Throughout this chapter, we will also assume that k is algebraically closed and that the

characteristic of k does not divide d. In this case, the polynomial xd−1 ∈ k[x] has d distinct

roots in k and the group formed by its roots is cyclic of order d. Any generator of this group

is a primitive d-th root of unity. Since S is complete, it also contains primitive d-th roots of

1 ∈ S [LW12, Corollary A.31].

Fix an element ω ∈ S such that ωd = 1 and ωt ̸= 1 for all 0 < t < d. The ring R♯ carries

an automorphism σ : R♯ → R♯ of order d which fixes S and sends z to ωz. Denote by R♯[σ]

the skew group algebra of the cyclic group of order d generated by σ acting on R♯. That is,

R♯[σ] =
⊕

i∈Zd
R♯ · σi as R♯-modules with multiplication given by the rule

(s · σi) · (t · σj) = sσi(t) · σi+j

for s, t ∈ R♯ and i, j ∈ Zd. The left modules over R♯[σ] are precisely the R♯-modules N which

carry a compatible action of σ, that is, an action of σ such that σ(rx) = σ(r)σ(x) for all

r ∈ R♯ and x ∈ N . It follows that R♯ itself is naturally a left R♯[σ]-module with the action
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of σ given by evaluating σ(r) for any r ∈ R♯. We say that a left R♯[σ]-module is maximal

Cohen-Macaulay (MCM as usual) if it is MCM when it is viewed as an R♯-module. Denote

the category of MCM R♯[σ]-modules by MCMσ(R
♯).

In the case d = 2, Knörrer showed that the category of MCM modules over R♯[σ] is

equivalent to the category of matrix factorizations of f with 2 factors [Knö87, Proposition

2.1]. The main goal of this section is to extend the equivalence given by Knörrer for all d ≥ 2

(Theorem 4.1.5).

Lemma 4.1.2. Let N be an R♯[σ]-module. Then N decomposes as an S-module into N =⊕
i∈Zd

Nωi
where

Nωi

=
{
x ∈ N : σ(x) = ωix

}
.

Furthermore, if N is a MCM R♯[σ]-module, then N and each summand Nωi
are finitely

generated free S-modules.

Proof. In order to justify the direct sum decomposition of N , we will make repeated use of

the fact
∑d−1

i=0 ω
ki = 0 for any k ∈ Zd. Let x ∈ N and observe that

dx = dx+

(
d−1∑
i=0

ω−i

)
σ(x) +

(
d−1∑
i=0

ω−2i

)
σ2(x) + · · ·+

(
d−1∑
i=0

ω−(d−1)i

)
σd−1(x)

=
d−1∑
i=0

σi(x) +
d−1∑
i=0

ω−iσi(x) + · · ·+
d−1∑
i=0

ω−(d−1)iσi(x)

=
d−1∑
k=0

d−1∑
i=0

ω−ikσi(x).

Also notice that, for any k ∈ Zd,

σ

(
d−1∑
i=0

ω−ikσi(x)

)
= σ(x) + ω−kσ2(x) + ω−2kσ3(x) + · · ·+ ω−(d−1)kx

= ωk(x+ ω−kσ(x) + ω−2kσ2(x) + · · ·+ ω−(d−1)kσd−1(x)).
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That is,
∑d−1

i=0 ω
−ikσi(x) ∈ Nωk

. Since σ is S-linear and d is invertible in S, we have that

x =
d−1∑
k=0

d−1∑
i=0

ω−ikσi(x)

d
∈ N1 +Nω + · · ·+Nωd−1

implying that N =
∑d−1

k=0N
ωk
.

Next, suppose we have a sum of elements

x0 + x1 + · · ·+ xd−1 = 0 (4.1.1)

with xi ∈ Nωi
for each i ∈ Zd, and let j ∈ Zd. Notice that if k, ℓ ∈ Zd, then ω−jkσk(xℓ) =

ω−jk+kℓxℓ = ω(−j+ℓ)kxℓ. In particular, ω−jkσk(xj) = xj for all k ∈ Zd. Therefore, applying

ω−jkσk to (4.1.1) gives us an equation

ω−jkx0 + ω(−j+1)kx1 + · · ·+ xj + · · ·+ ω(−j−1)kxd−1 = 0.

Summing over Zd, we find that

∑
i ̸=j

∑
k∈Zd

ωk(−j+i)xi + dxj = 0.

Once again, since
∑d−1

k=0 ω
k(−j+i) = 0 for all i ̸= j, we can conclude that xj = 0. Thus,

N =
⊕d−1

i=0 N
ωi

as desired.

The second statement holds since a finitely generated R♯-module N is MCM over R♯ if

and only if it is free as an S-module.

As an S-module, R♯ is finitely generated and free with basis given by {1, z, z2, . . . , zd−1}.

Consequently, a finitely generated R♯-module N is MCM over R♯ if and only if it is free

over S [Yos90, Proposition 1.9]. Furthermore, multiplication by z on N defines an S-linear

map φ : N → N which satisfies φd = −f · 1N . Conversely, given a free S-module F and

a homomorphism φ : F → F satisfying φd = −f · 1F , the pair (F, φ) defines an MCM R♯-
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module whose z-action is given by the map φ. We will use these perspectives interchangeably

throughout the rest of this chapter.

Definition and Proposition 4.1.3. Let R,R♯, R♯[σ], and ω be as above. Let µ ∈ S be

any root of xd + 1 ∈ S[x].

(i) Let N be an MCM R♯[σ]-module and Nωi
be as in Lemma 4.1.2 for each i ∈ Zd.

Define a matrix factorization A(N) ∈ MFdS(f) as follows. Multiplication by µz defines

an S-linear homomorphism

Nωi → Nωi+1

for all i ∈ Zd. The composition

Nωd−1
N1 Nω · · · Nωd−2

Nωd−1µz µz µz µz µz

is equal to −zd = f times the identity on Nωd−1
. It follows that the above homo-

morphisms and free S-modules form a matrix factorization of f in MFdS(f) which we

denote as A(N). For a homomorphism g : N → M of MCM R♯[σ]-modules, define a

morphism of matrix factorizations

A(g) =
(
g|
Nωd−1 , g|Nωd−2 , . . . , g|N1

)
where g|Nωi denotes the restriction of g to the S-direct summand Nωi

of N . Thus, we

have a functor A : MCMσ(R
♯) → MFdS(f).

(ii) Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f). Define

B(X) = Fd ⊕ Fd−1 ⊕ · · · ⊕ F1

as an S-module. Give B(X) the structure of a R♯[σ]-module by defining the action of
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z as

z · (xd, xd−1, . . . , x1) =
(
µ−1φd(x1), µ

−1φd−1(xd), . . . , µ
−1φ1(x2)

)
and the action of σ as

σ · (xd, xd−1, . . . , x1) = (xd, ωxd−1, ω
2xd−2, . . . , ω

d−1x1),

for any xi ∈ Fi, i ∈ Zd. For a morphism of matrix factorizations α = (α1, α2, . . . , αd) :

X → X ′, where X ′ = (φ′
1 : F

′
2 → F ′

1, . . . , φ
′
d : F

′
1 → F ′

d), define B(α) : B(X) → B(X ′)

by

B(α)(xd, xd−1, . . . , x1) = (αd(xd), αd−1(xd−1), . . . , α1(x1))

for all (xd, xd−1 . . . , x1) ∈ B(X). Thus, we have a functor B : MFdS(f) → MCMσ(R
♯).

Proof. Several pieces of the definitions need justification. First we note that, since −1 has a

d-th root in k, we may apply [LW12, Corollary A.31] to obtain an element µ ∈ S such that

µd = −1.

(i) Multiplication by µz defines an S-linear map Nωi → Nωi+1
for any i ∈ Zd since µ ∈ S

and

σ(zx) = σ(z)σ(x) = ωi+1zx

for all x ∈ Nωi
. Notice that (µz)d = µdzd = f ∈ R♯. Therefore, the composition

Nωi+1
Nωi

Nωi+1(µz)d−1 µz

equals f · 1Nωi for all i ∈ Zd. Similarly, the composition

Nωi
Nωi+1

Nωiµz (µz)d−1

equals f · 1Nωi+1 for all i ∈ Zd. We know that each Nωi
is a free S-module by Lemma
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4.1.2 so, by applying Lemma 1.2.9, we have that rankS(N
ωi
) = rankS(N

ωi+1
) for all

i ∈ Zd. This implies that A(N) ∈ MFdS(f).

If g : N → M is a homomorphism of R♯[σ]-modules, then g(rx) = rg(x) and σg(x) =

g(σ(x)) for all x ∈ N and r ∈ R♯. It follows that g|Nωi (Nωi
) ⊆ Mωi

and that the

diagram

Nωi
Nωi+1

Mωi
Mωi+1

g|
Nωi

µz

g|
Nωi+1

µz

commutes for all i ∈ Zd. In other words, A(g) is a morphism of matrix factorizations

A(N) → A(M).

(ii) First we justify that the defined actions of z and σ make B(X) a MCM R♯[σ]-module.

Recall the homomorphisms θXki : Fi → Fk, from Section 2.1, which are given by

θXki =


1Fk

i = k

φkφk+1 · · ·φi−2φi−1 i ̸= k.

We will drop the superscript X for the rest of this proof. We claim that for any s ≥ 1

and (xd, xd−1, . . . , x1) ∈ B(X),

zs · (xd, xd−1, . . . , x1) = f qµ−r(θd(d+r)(xd+r), . . . , θ1(1+r)(x1+r))

where s = dq + r, q ≥ 0, and 0 ≤ r < d. When s = 1 the formula is precisely the

defined action of z on B(X). Assume the claim is true for s = dq + r ≥ 1 with q ≥ 0

and 0 ≤ r < d and consider multiplication by zs+1. By induction we have that

zs+1 · (xd, . . . , x1) = z · f qµ−r((θd(d+r)(xd+r), . . . , θ1(1+r)(x1+r))

= f qµ−(r+1)(φdθ1(1+r)(x1+r), . . . , φ1θ2(2+r)(x2+r)).
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If r = d− 1, then φk−1θk(k+r) = f · 1Fk−1
for each k ∈ Zd and therefore

zs+1 = f q+1µ−(r+1)(xd, xd−1, . . . , x1).

If 0 ≤ r < d − 1, then 0 ≤ r + 1 < d and therefore φk−1θk(k+r) = θ(k−1)(k+r) for each

k ∈ Zd. In this case,

zs+1 = f qµ−(r+1)(θd(1+r)(x1+r), . . . , θ1(2+r)(x2+r))

which completes the induction. It follows that multiplication by zd is given by

zd · (xd, . . . , x1) = fµ−d(xd, . . . , x1).

By definition, µ−d = −1. Thus, (f + zd)B(X) = 0, that is, B(X) is an R♯-module. In

fact, since B(X) is free as an S-module, it is MCM as an R♯-module.

In order to show that B(X) has the structure of an R♯[σ]-module, we must show that

σ(rx) = σ(r)σ(x) for all r ∈ R♯ and x ∈ B(X). It suffices to show that σ(zx) =

σ(z)σ(x) for all x ∈ B(X). This follows since

σ(z)σ(x) = ωz · (xd, ωxd−1, . . . , ω
d−1x1)

= z · (ωxd, ω2xd−1, . . . , x1)

= (µ−1φd(x1), µ
−1ωφd−1(xd), . . . , µ

−1ωd−1φ1(x2))

= σ
(
µ−1φd(x1), µ

−1φd−1(xd), . . . , µ
−1φ1(x2)

)
= σ(zx)

for any x = (xd, xd−1, . . . , x1) ∈ B(X). Hence, B(X) ∈ MCMσ(R
♯).

Finally, we must show that B(α) forms a homomorphism of R♯[σ]-modules. This is

straightforward to verify by recalling that αkφk = φ′
kαk+1 for all k ∈ Zd.
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Remark 4.1.4. The role of µ in the definition of A(N) is to obtain a d-fold factorization

of f (instead of −f) and to do so in a symmetric way. It is important to note that the

isomorphism class of A(N) ∈ MFdS(f) is independent of the choice of µ. To see this, observe

that given another root µ′ of xd + 1, we may write µ′ = ωjµ for some j ∈ Zd and obtain an

isomorphism of matrix factorizations:

Nωd−1
N1 Nω · · · Nωd−2

Nωd−1

Nωd−1
N1 Nω · · · Nωd−2

Nωd−1
.

1

µz

ω−(d−1)j

µz

ω−(d−2)j

µz µz

ω−j

µz

1

µ′z µ′z µ′z µ′z µ′z

Similarly, µ−1 in the definition of X♯ ensures that we obtain a module over R♯ and the

isomorphism class of X♯ in MCM(R♯) is also independent of the choice of µ.

Theorem 4.1.5. The functors A : MCMσ(R
♯) → MFdS(f) and B : MFdS(f) → MCMσ(R

♯)

are naturally inverse and establish an equivalence of the categories MCMσ(R
♯) ≈ MFdS(f).

Proof. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f). Then B(X) = Fd ⊕ Fd−1 ⊕

· · · ⊕ F1 with the action of σ on B(X) given by σ(xd, . . . , x1) = (xd, ωxd−1, . . . , ω
d−1x1) for

each xi ∈ Fi. For each i ∈ Zd, the S-module Fi is embedded into B(X) via the natural

inclusion map which we will denote as qi : Fi → B(X). Notice that the action of σ on B(X)

implies that

B(X)ω
d−i

= {(0, . . . , 0, xi, 0, . . . , 0) : xi ∈ Fi} = qi(Fi).

Therefore, the matrix factorization AB(X) is given by

B(X)ω
d−1 B(X)1 · · · B(X)ω

d−2 B(X)ω
d−1µz µz µz µz

which is isomorphic to X via the isomorphism

F1 Fd · · · F2 F1

B(X)ω
d−1 B(X)1 · · · B(X)ω

d−2 B(X)ω
d−1
.

q1

φd

qd

φd−1 φ2

q2

φ1

q1

µz µz µz µz
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Indeed, the diagram above commutes since

µzqk+1(x) = µqk(µ
−1φk(x)) = qkφk(x)

for all k ∈ Zd and x ∈ Fk+1.

To show AB is naturally isomorphic to the identity, suppose we have a morphism α =

(α1, . . . , αd) : X → X ′ where X ′ = (φ′
1 : F ′

2 → F ′
1, . . . , φ

′
d : F ′

1 → F ′
d) ∈ MFdS(f). The

matrix factorizations X ′ is isomorphic to AB(X ′) via the morphism (q′1, q
′
2, . . . , q

′
d) where

q′i : F
′
i → B(X ′) is the natural inclusion. Recall that the homomorphism B(α) is given by

B(α)(xd, xd−1, . . . , x1) = (αd(xd), αd−1(xd−1), . . . , α1(x1)).

Applying the functor A forms a morphism of matrix factorizations by restricting B(α) to the

submodules B(X)ω
d−i

. The images of these restrictions land in the submodules B(X ′)ω
d−i

.

In other words, the k-th component of the morphism AB(α) is given by the composition

B(X)ω
d−k

Fk F ′
k B(X ′)ω

d−kpk αk q′k

where pk is the natural projection onto Fk. Therefore,

AB(α) ◦ (q1, q2, . . . , qd) = (q′1α1p1, q
′
2α2p2, . . . , q

′
dαdpd) ◦ (q1, q2, . . . , qd)

= (q′1α1, q
′
2α2, . . . , q

′
dαd)

and this implies the commutativity of the diagram

X X ′

AB(X) AB(X ′).

α

(q1,...,qd) (q′1,...,q
′
d)

AB(α)
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Next, let N be an MCM R♯[σ]-module. As an S-module,

BA(N) = N1 ⊕Nω ⊕ · · · ⊕Nωd−1

.

In fact, the natural S-isomorphism ΨN : BA(N) → N given by (n0, n1, . . . , nd−1) 7→
∑

i∈Zd
ni

is also an R♯[σ]-homomorphism. To see this, let (n0, n1, . . . , nd−1) ∈ BA(N). Then ΨN is a

R♯-homomorphism since

ΨN(z · (n0, n1, . . . , nd−1)) = ΨN(µ
−1µznd−1, µ

−1µzn0, . . . , µ
−1µznd−1)

= ΨN(znd−1, zn0, . . . , znd−1)

= z(n0 + n1 + · · ·nd−1)

= zΨN(n0, n1, . . . , nd−1)

and a R♯[σ]-homomorphism since

ΨN(σ(n0, n1, . . . , nd−1)) = ΨN(n0, ωn1, . . . , ω
d−1nd−1)

= n0 + ωn1 + · · ·+ ωd−1nd−1

= σ(n0) + σ(n1) + · · ·+ σ(nd−1)

= σ(n0 + n1 + · · ·nd−1)

= σ(ΨN(n0, n1, . . . , nd−1)).

4.2 A ring isomorphism R♯[σ] ∼= Γ

In Section 3.1 we showed that the category of MCM modules over the endomorphism ring

of the projective object P = P1 ⊕ P2 ⊕ · · · ⊕ Pd is equivalent to the category of matrix

factorizations of f with d ≥ 2 factors. Together with Theorem 4.1.5 we have an induced
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equivalence of the module categories MCMσ(R
♯) and MCM(EndMFd

S(f)
(P)op). In fact, the

two rings are isomorphic which we will see below. Note that this isomorphism only makes

sense in the setting of this chapter since R♯[σ] is not well-defined otherwise.

Recall, also from Section 3.1, that Γ = EndMFd
S(f)

(P)op is a free S-module with basis given

by the elements {eij}i,j∈Zd
. The main rules for multiplication in Γ are given in Lemmas 3.1.3,

3.1.5, and 3.1.4.

Proposition 4.2.1. The rings R♯[σ] and Γ = EndMFd
S(f)

(P)op are isomorphic.

Proof. The set {ziσj}i,j∈Zd
forms a basis for R♯[σ] over S. As in 4.1.3, let µ ∈ S be any root

of xd + 1 ∈ S[x]. Define a map ψ : R♯[σ] → Γ by

ψ(z) = µ
∑
i∈Zd

ei(i−1) and ψ(σ) =
∑
i∈Zd

ω−ieii.

Extend ψ multiplicatively, that is, define ψ(ziσj) = ψ(z)iψ(σ)j for all i, j ∈ Zd. Since

{ziσj}i,j∈Zd
is an S-basis, ψ extends uniquely to a well defined S-linear homomorphism.

We claim that ψ is also a ring homomorphism. Since ψ is S-linear, it suffices to check

that ψ(ziσj · zℓσk) = ψ(ziσj) ·ψ(zℓσk) for all i, j, ℓ, k ∈ Zd. From Lemma 3.1.3 we have that

eiiej(j−1) = ej(j−1) if i = j − 1 and 0 otherwise, and similarly, ei(i−1)ejj = ei(i−1) if j = i and

0 otherwise. Therefore,

ψ(σ)ψ(z) =
(∑
i∈Zd

ω−ieii

)(
µ
∑
j∈Zd

ej(j−1)

)
= µ

∑
i∈Zd

ω−(i−1)ei(i−1)

= µω
∑
i∈Zd

ω−iei(i−1)

= µω
( ∑
i∈Zd)

ei(i−1)

)(∑
j∈Zd

ω−jejj

)
= ωψ(z)ψ(σ)

= ψ(ωzσ).
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Since σz = σ(z)σ = ωzσ in R♯[σ], we have that ψ(σz) = ψ(σ)ψ(z). By induction, it follows

that σizj = ωijzjσi and

ψ(σizj) = ωijψ(z)jψ(σ)i = ψ(σ)iψ(z)j

for all i, j ∈ Zd. The fact that ψ is a ring homomorphism now follows since

ψ(ziσj · zℓσk) = ψ(ωℓjzi+ℓσj+k)

= ωℓjψ(z)i+ℓψ(σ)j+k

= ωℓjψ(z)iψ(z)ℓψ(σ)jψ(σ)k

= ψ(z)iψ(σ)jψ(z)ℓψ(σ)k

= ψ(ziσj) · ψ(zℓσk)

for all i, j, ℓ, k ∈ Zd.

As S-modules, both R♯[σ] and Γ are free of rank d2. Therefore, to conclude that ψ is an

isomorphism, it suffices to check surjectivity. First, we show that the element ekk is in the

image of ψ for each k ∈ Zd. Indeed, if j ∈ Zd, then

ψ(σj) =
∑
i∈Zd

ω−jieii.

Thus, for any k ∈ Zd,

ψ

(
1

d

∑
j∈Zd

ωjkσj

)
=

1

d

∑
j∈Zd

ωjkψ(σ)j

=
1

d

∑
j∈Zd

∑
i∈Zd

ωj(k−i)eii

=
1

d

∑
i ̸=k

∑
j∈Zd

ωj(k−i)eii +
1

d

∑
j∈Zd

ekk

= ekk.
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Hence, the elements e11, e22, . . . , edd, and
∑

i∈Zd
ei(i−1) are in the image of ψ. It follows that

ek(k−1) ∈ Imψ for all k ∈ Zd since ekk
∑

i∈Zd
ei(i−1) = ek(k−1) by Lemma 3.1.3 (iv). Finally,

Lemma 3.1.4 allows us to conclude that eij ∈ Imψ for all i, j ∈ Zd, implying that ψ is

surjective as desired.

4.3 Finite matrix factorization type

A local ring A is said to have finite Cohen-Macaulay (CM) type if, up to isomorphism, there

are only finitely many indecomposable objects in the category MCM(A) of MCM A-modules.

We adopt the following analogous terminology for the representation type of the category

MFdS(f).

Definition 4.3.1. We say that f has finite d-MF type if the category MFdS(f) has, up to

isomorphism, only finitely many indecomposable objects.

In [Knö87], Knörrer proved that R = S/(f) has finite CM type if and only if R♯ =

SJzK/(f + z2) has finite CM type. The correspondence, given by Eisenbud [Eis80, Corollary

6.3], between matrix factorizations and MCM R-modules implies that the number of isomor-

phism classes of indecomposable objects in MCM(R) and MF2
S(f) differ by only one. Since

R♯ is also a hypersurface ring, the same is true for MCM(R♯) and MF2
SJzK(f + z2). With this

in mind, we state a version of Knörrer’s theorem.

Theorem 4.3.2 ([Knö87], Corollary 2.8). Let f ∈ n2 be non-zero, R = S/(f), and d = 2 so

that R♯ = SJzK/(f + z2) and chark ̸= 2. Then the following are equivalent:

(i) R has finite CM type;

(ii) f has finite 2-MF type;

(iii) R♯ has finite CM type;

(iv) f + z2 has finite 2-MF type.
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The main goal of this section is investigate which of the analogous implications for d-fold

factorizations hold when d ≥ 2. The rest of the results in the Chapter are joint with G.

Leuschke and can be found in [LT21].

Our first observation is that the implications (ii) =⇒ (i) and (iv) =⇒ (iii) still hold

for d ≥ 2 in the following sense:

Lemma 4.3.3. Let S be a regular local ring, f a non-zero non-unit in S, and d ≥ 2. If f

has finite d-MF type, then f has finite k-MF type for all 2 ≤ k ≤ d. In particular, if f has

finite d-MF type for some d ≥ 2, then R = S/(f) has finite CM type.

Proof. It suffices to show that finite d-MF type implies finite (d− 1)-MF type. To see this,

let X = (φ1, φ2, . . . , φd−1) ∈ MFd−1
S (f) be indecomposable. Consider the d-fold factoriza-

tion X̃ = (φ1, φ2, . . . , φd−1, 1F1) ∈ MFdS(f). To complete the proof, we show that X̃ is

indecomposable in MFdS(f).

Suppose ẽ = (e1, e2, . . . , ed) is an idempotent in EndMFd
S(f)

(X̃). Then e = (e1, . . . , ed−1)

is an idempotent in EndMFd−1
S (f)(X). Since X is indecomposable by assumption, we have

that e = 0 or e = 1. Since ẽ : X̃ → X̃, it follows that ed = e1 and therefore, ẽ = 0 or ẽ = 1

implying that X̃ is indecomposable as well.

In general, the converse of Lemma 4.3.3 does not hold (see Example 4.4.5).

4.3.1 The functors (−)♭ and (−)♯

As in Section 4.1, let ω ∈ S be a primitive d-th root of 1 and µ ∈ S be any d-th root of −1.

We start with a pair of functors between the categories MCM(R♯) and MFdS(f) which are

closely related to the functors A and B from Section 4.1 (see Lemma 4.3.8 for the precise

relationship).
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Definition 4.3.4.

(i) For N ∈ MCM(R♯), let φ : N → N be the S-linear homomorphism representing

multiplication by z on N and define

N ♭ = (µφ, µφ, . . . , µφ) ∈ MFdS(f).

For a homomorphism g : N → N ′ ofR♯-modules, define g♭ = (g, g, . . . , g) ∈ HomMFd
S(f)

(N ♭, (N ′)♭).

(ii) For X = (φ1 : F2 → F1, φ2 : F3 → F2, . . . , φd : F1 → Fd) ∈ MFdS(f), define an MCM

R♯-module by setting X♯ =
⊕d−1

k=0 Fd−k as an S-module with z-action given by:

z · (xd, xd−1, . . . , x2, x1) := (µ−1φd(x1), µ
−1φd−1(xd), . . . , µ

−1φ1(x2))

for all xi ∈ Fi, i ∈ Zd. For a morphism α = (α1, α2, . . . , αd) : X → X ′, define

α♯ =
⊕d−1

k=0 αd−k ∈ HomR♯(X♯, (X ′)♯).

As in Remark 4.1.4, the element µ allows for a factorization of f instead of −f . Moreover,

the isomorphism classes of N ♭ and X♯ are not dependent on the root of xd+1 ∈ S[x] chosen.

Recall the automorphism σ : R♯ → R♯ which fixes S and maps z to ωz. This au-

tomorphism acts on the category of MCM R♯-modules in the following sense: For each

N ∈ MCM(R♯), let (σk)∗N denote the MCM R♯-module obtained by restricting scalars

along σk : R♯ → R♯. Since σd = 1R♯ , the mapping N 7→ σ∗N forms an autoequivalence of

the category MCM(R♯). We also recall the shift functor T : MFdS(f) → MFdS(f) given by

T (φ1, φ2, . . . , φd) = (φ2, φ3, . . . , φd, φ1). It also gives an equivalence of MFdS(f) with itself

satisfying T d = 1MFd
S(f)

.

Proposition 4.3.5. Let N be an MCM R♯-module and X ∈ MFdS(f). Then

X♯♭ ∼=
⊕
k∈Zd

T k(X) and N ♭♯ ∼=
⊕
k∈Zd

(σk)∗N.
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Proof. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f). By definition X♯ = Fd ⊕

Fd−1 ⊕ · · · ⊕ F1 as an S-module and multiplication by z on X♯ is given by µ−1φ where

φ =



0 0 · · · 0 φd

φd−1 0 · · · 0 0

0 φd−2
. . .

...
...

...
...

. . . . . .
...

0 0 · · · φ1 0


.

Therefore, X♯♭ = (φ, φ, . . . , φ) ∈ MFdS(f). One can perform row and column operations to

see that that (φ, φ, . . . , φ) ∼=
⊕

k∈Zd
T k(X).

Notice that the first half of the proof is valid in any characteristic as long as there exists

an element µ ∈ S satisfying µd = −1. For instance, if d is odd then −1 is a valid choice.

However, the second half of the proof explicitly makes use of the fact that chark does not

divide d.

In order to show the second isomorphism, let N ∈ MCM(R♯) and let φ : N → N be the

S-linear map representing multiplication by z on N . Then N ♭ = (µφ : N → N, . . . , µφ :

N → N) ∈ MFdS(f) and therefore N ♭♯ = N ⊕N ⊕ · · · ⊕N, the direct sum of d copies of the

free S-module N . The z-action on N ♭♯ is given by

z · (nd, nd−1, . . . , n1) = (µ−1µφ(n1), µ
−1µφ(nd), . . . , µ

−1µφ(n2))

= (zn1, znd, . . . , zn2),

for any ni ∈ N, i ∈ Zd.

Let k ∈ Zd and define a map gk : N
♭♯ → (σk)∗N by mapping

n = (nd, nd−1, . . . , n1) 7→
1

d

d−1∑
j=0

ωjknd−j

for any n ∈ N ♭♯. Note that for m ∈ (σk)∗N , z · m = ωkzm by definition. Therefore, for
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n = (nd, . . . , n1) ∈ N ♭♯,

z · gk(n) =
1

d

d−1∑
j=0

z · (ωjknd−j)

=
1

d

d−1∑
j=0

ω(j+1)kznd−j

=
1

d

(
ωkznd + ω2kznd−1 + · · ·+ ω(d−1)kzn2 + zn1

)
= gk(z · n)

which implies that gk is an R♯-homomorphism. Putting these maps together we have an

R♯-homomorphism

g =



g0

g1
...

gd−1


: N ♭♯ →

d−1⊕
k=0

(σk)∗N.

In the other direction, we have R♯-homomorphisms sk : (σ
k)∗N → N ♭♯ given by

sk(m) = (m,ω−km,ω−2km, . . . , ω−(d−1)km)

for any m ∈ (σk)∗N . For each k ∈ Zd and m ∈ (σk)∗N , we have that gksk(m) = m. On the

other hand, if i ̸= ℓ ∈ Zd, then

gisℓ(m) = gi(m,ω
−ℓm,ω−2ℓm, . . . , ωℓm)

=
1

d

d−1∑
j=0

ωj(i−ℓ)m

= 0.
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Therefore, setting s =

(
s0 s1 · · · sd−1

)
, we have that

gs =



g0s0 g0s1 · · · g0sd−1

g1s0
. . .

...

...
. . .

...

gd−1s0 · · · gd−1sd−1


which is the identity on

⊕
k∈Zd

(σk)∗N . Hence g is a split surjection. However, since both

the target and source of g have the same rank as free S-modules, we conclude that g is an

isomorphism of R♯-modules.

Corollary 4.3.6.

(i) For each X ∈ MFdS(f), there exists N ∈ MCM(R♯) such that X is isomorphic to a

summand of N ♭.

(ii) For each N ∈ MCM(R♯), there exists X ∈ MFdS(f) such that N is isomorphic to a

summand of X♯.

We can now state the main result of this section.

Theorem 4.3.7. Let d ≥ 2. Then f has finite d-MF type if and only if the d-fold branched

cover R♯ = SJzK/(f + zd) has finite CM type.

The proof given below is lifted directly from the d = 2 case. Once again, the characteristic

assumption on k is only needed in half of the proof as long there exists µ ∈ S satisfying

µd = −1.

Proof of Theorem 4.3.7. LetX1, X2, . . . , Xt be a representative list of the isomorphism classes

of indecomposable d-fold matrix factorizations of f and let N ∈ MCM(R♯) be indecom-

posable. Since N ♭ ∈ MFdS(f), there exist non-negative integers s1, s2, . . . , st such that
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N ♭ ∼= Xs1
1 ⊕Xs2

2 ⊕ · · · ⊕Xst
t . By Proposition 4.3.5, N is isomorphic to a direct summand of

N ♭♯ ∼= (X♯
1)
s1 ⊕ (X♯

2)
s2 ⊕ · · · ⊕ (X♯

t )
st .

Since N is indecomposable, KRS in MCM(R♯) implies that N is isomorphic to a summand

of X♯
i for some 1 ≤ i ≤ t. Hence, every indecomposable MCM R♯-module is isomorphic to

one appearing in the finite list consisting of all summands of all X♯
j , 1 ≤ j ≤ t. The converse

follows similarly from Proposition 4.3.5 and the KRS property in MFdS(f).

In Section 4.1, it was shown the the category MFdS(f) is equivalent to the category

of finitely generated modules over the skew group algebra R♯[σ] which are MCM as R♯-

modules. The equivalence is given by a pair of inverse functors A : MCMσ(R
♯) → MFdS(f)

and B : MFdS(f) → MCMσ(R
♯). To finish this section, we make note of the connection

between the functors A and B and the functors (−)♯ and (−)♭.

Lemma 4.3.8. Let H : MCMσ(R
♯) → MCM(R♯) be the functor which forgets the action of

σ and G : MCM(R♯) → MCMσ(R
♯) be given by G(N) = R♯[σ]⊗R♯N for any N ∈ MCM(R♯).

(i) For any X ∈ MFdS(f), X
♯ = H ◦ B(X).

(ii) For any N ∈ MCM(R♯), N ♭ ∼= A ◦G(N).

Proof. The first statement follows directly from the definition of (−)♯ and B. For the second,

consider the idempotents

ek =
1

d

∑
j∈Zd

ω−jkσj ∈ R♯[σ], k ∈ Zd.

These idempotents have three important properties:

(a) R♯[σ] =
⊕

k∈Zd
ekR

♯[σ] as right R♯[σ]-modules,

(b) σek = ekσ = ωkek, k ∈ Zd, and
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(c) zek = ek−1z, k ∈ Zd.

From (b), we have that ekR
♯[σ] = ekR

♯ where ekR
♯ denotes the multiples of ek by R♯ ·

1 ⊂ R♯[σ] on the right. Hence, as an R♯-module, ekR
♯ is free of rank 1. Thus, for any

N ∈ MCM(R♯), (a) implies that G(N) ∼=
⊕

k∈Zd
(ekR

♯ ⊗R♯ N). It then follows from (b) and

(c) that we have an isomorphism of R♯[σ]-modules G(N) ∼= B(N ♭). Hence, A ◦ G(N) ∼=

A ◦ B(N ♭) ∼= N ♭ by Theorem 4.1.5.

Remark 4.3.9. In the case of an Artin algebra Λ, the relationship between Λ and the skew

group algebra Λ[G] for a finite group G was studied by Reiten and Riedtmann in [RR85].

They show that many properties relevant to representation theory hold simultaneously for

Λ and Λ[G]. In particular, Λ has finite representation type if and only if the same is true

of Λ[G]. The equivalence of categories MFdS(f) ≈ MCMσ(R
♯) and Theorem 4.3.7 give an

analogous relationship between R♯ and the skew group algebra R♯[σ].

4.4 Hypersurfaces of finite d-MF type

Let (A,m) be a regular local ring and g ∈ m2 be non-zero. Then the hypersurface ring A/(g)

is called a simple hypersurface singularity if there are only finitely many proper ideals I ⊂ A

such that g ∈ I2. In the case that A is a power series ring over an algebraically closed field

of characteristic 0, the pair of papers [BGS87] and [Knö87] prove the following theorem.

Theorem 4.4.1 ([BGS87],[Knö87]). Let k be an algebraically closed field of characteristic 0

and let R = kJx1, x2, . . . , xrK/(g), where g ∈ (x1, x2, . . . , xr)
2 is non-zero. Then R has finite

CM type if and only if R is a simple hypersurface singularity.

Essential to their conclusion is the classification of simple hypersurface singularities, due

to Arnol’d [Arn73], which gives explicit normal forms for all polynomials defining such a

singularity. These are often referred to as the ADE singularities. The culmination of these

results is a complete list of polynomials which define hypersurface rings of finite CM type
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in all dimensions (see [Yos90, Theorem 8.8] or [LW12, Theorem 9.8]). Equivalently, the

polynomials in this list are precisely the ones with only finitely many indecomposable 2-fold

matrix factorizations up to isomorphism.

Using Theorem 4.3.7 and the classification described above, we are able to compile a list

of all f with finite d-MF type for d > 2.

Theorem 4.4.2. Let k be an algebraically closed field of characteristic 0 and S = kJy, x2, . . . , xrK.

Assume 0 ̸= f ∈ (y, x2, . . . , xr)
2 and d > 2. Then f has finite d-MF type if and only if, after

a possible change of variables, f and d are one of the following:

(A1): y2 + x22 + · · ·+ x2r for any d > 2

(A2): y3 + x22 + · · ·+ x2r for d = 3, 4, 5

(A3): y4 + x22 + · · ·+ x2r for d = 3

(A4): y5 + x22 + · · ·+ x2r for d = 3

Proof. Let f and d be a pair in the list given. Then f+zd is a simple hypersurface singularity

and therefore R♯ has finite CM type by Theorem 4.4.1. By Theorem 4.3.7, f has finite d-MF

type.

Conversely, let 0 ̸= f ∈ (y, x2, . . . , xr)
2, d > 2, and assume f has finite d-MF type. Then

R♯ = SJzK/(f + zd) has dimension r and is of finite CM type by Theorem 4.3.7. We consider

two cases.

First, assume dimR♯ = 1, that is, assume S = kJyK. Then f = uyk for some unit u ∈ S

and k ≥ 2. Since S is complete and chark = 0, there exists a k-th root v of u−1 in S [LW12,

A.31]. Therefore, after replacing y with vy, we may assume that f = yk. Since dimR♯ = 1,

[Yos90, p. 8.2.1] implies that ord(yk + zd) ≤ 3. Hence, either k ≤ 3 or d ≤ 3. If k = 2, there

are no restrictions on d since y2 + zd defines a simple (Ad−1) singularity for all d > 2. If

k = 3, then the fact that y3 + zd is a 1-dimensional simple hypersurface singularity implies

that d = 3, 4, or 5. Similarly, if d ≤ 3, then d = 3 and k = 2, 3, 4, or 5.
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Next, assume dimR♯ ≥ 2. In this case, [Yos90, p. 8.2.2] implies that ord(f+zd) ≤ 2. Since

d > 2 and f ∈ (y, x2, . . . , xr)
2, we have that ord(f) = 2. By the Weierstrass Preparation

Theorem [LW12, Corollary 9.6], there exists a unit u ∈ S and g ∈ kJy, x2, . . . , xr−1K such

that f = (g+x2r)u. As above, we may neglect the unit and assume that f = g+x2r for some

g ∈ kJy, x2, . . . , xd−1K.

Since the hypersurface ring defined by f + zd = g+x2r+ z
d has finite CM type, Knörrer’s

theorem (Theorem 4.3.2) implies that g + zd defines a hypersurface ring of finite CM type

as well. Thus, g has finite d-MF type by Theorem 4.3.7. We repeat this argument until

f = g′ + x22 + · · · + x2r for some g′ ∈ kJyK with finite d-MF type. Finally, we apply the first

case to g′ to finish the proof.

Corollary 4.4.3. Let k be an algebraically closed field of characteristic 0, S = kJy, x2, . . . , xrK,

and f ∈ (y, x2, . . . , xr)
2 be non-zero. If f has finite d-MF type for some d ≥ 2, then

R = S/(f) is an isolated singularity, that is, Rp is a regular local ring for all non-maximal

prime ideals p.

Proof. The polynomials listed in Theorem 4.4.2 are a subset of the ones in [Yos90, Theorem

8.8] (or [LW12, Theorem 9.8]), all of which define isolated singularities.

Suppose we have a pair f and d from the list in Theorem 4.4.2 such that R♯ has dimension

1. Then [Yos90, Chapter 9] gives matrix factorizations for every indecomposable MCM R♯-

module. By computing multiplication by z on each of the corresponding R♯-modules, we can

compile a representative list of all isomorphism classes of indecomposable d-fold factorizations

of f . We give one such computation in the following example.

Example 4.4.4. Let k be algebraically closed of characteristic 0. Let S = kJyK, f = y4 ∈ S,

and R = S/(f). The hypersurface ring R♯ = kJx, yK/(y4+x3) is a simple curve singularity of

type E6 and has finite CM type. Here we are viewing R♯ as the 3-fold branched cover of R. By

Theorem 4.3.7, the category MF3
S(y

4) has only finitely many non-isomorphic indecomposable

objects. We give a complete list below.
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A complete list of non-isomorphic indecomposable MCM R♯-modules is given in [Yos90,

p. 9.13]. By Corollary 4.3.6, we may compute multiplication by x on each of these modules to

obtain a representative from each isomorphism class of indecomposable matrix factorizations

of y4 with 3 factors. By Remark 4.1.4, we may choose µ = −1.

Following the notation of [Yos90, p. 9.13], we let φ1 =

 x y

y3 −x2

 and M1 = cokφ1.

Let e1 and e2 in M1 denote the images of the standard basis on SJxK2. Then e1 and e2

satisfy xe1 = −y3e2 and x2e2 = ye1. As an S-module, M1 is free with basis {e1, e2, xe2}.

Multiplication by x on M1 is therefore given by

φ =


y

−y3

1

 .

Hence, M ♭
1 = (−φ,−φ,−φ) ∈ MF3

S(y
4). Furthermore, we have a commutative diagram

S3 S3 S3 S3

S3 S3 S3 S3.

(
1

−1
−1

)
−φ

( −1
−1

1

)
−φ

(
1

1
1

)
−φ

(
1

−1
−1

)

(
1
y3

y

) (
y
1
y3

) (
y3

y
1

)

Thus,M ♭
1 is isomorphic to the direct sum of the indecomposable factorizationXφ1

:= (y3, y, 1)

and its corresponding shifts, that is, M ♭
1
∼=
⊕

i∈Z3
T i(y3, y, 1).

Similarly, multiplication by x can be computed for each of the indecomposable MCM R♯

modules listed in [Yos90, p. 9.13]. From this computation, we obtain the list of indecompos-

able 3-fold matrix factorizations of y4 given in Table 4.1.

The factorizations P1, Xφ1 , Xψ1 , Xφ2 , and Xβ are each indecomposable since they are of

size 1. By Corollary 2.3.12, the cosyzygy of an indecomposable reduced matrix factorization

76



Table 4.1: Indecomposable objects in MF3
kJyK(y

4)

X ∈ MF3
S(y

4) N ♭ for N ∈ MCM(R♯)

P1 = (y4, 1, 1) (R♯)♭ ∼=
⊕

i∈Z3
T i(P1)

Xφ1 = (y3, y, 1) M ♭
1
∼=
⊕

i∈Z3
T i(Xφ1)

Xψ1 = (y3, 1, y) N ♭
1
∼=
⊕

i∈Z3
T i(Xψ1)

Xφ2 = (y2, y2, 1) M ♭
2
∼= N ♭

2
∼=
⊕

i∈Z3
T i(Xφ2)

Xβ = (y2, y, y) B♭ ∼=
⊕

i∈Z3
T i(Xβ)

Xα =

0 −y2

1 −y

 ,

0 −y3

1 −y2

 ,

0 −y3

1 −y

 A♭ ∼=
⊕

i∈Z3
T i(Xα)

Xξ =

y 0

0 y3

 ,

0 y

y 1

 ,

−y 1

y2 0

 X♭ ∼=
⊕

i∈Z3
T i(Xξ).

is again indecomposable. Here a reduced matrix factorization means all the entries of all

the matrices lie in the maximal ideal of S (see Section 4.6). Using (2.2.10), we have that

Ω−
MF3

S(y
4)
(Xβ) ∼= Xα and therefore, Xα is indecomposable.

Since Xξ is of size 2, a non-trivial decomposition would be of the form (y, b, c)⊕ (y3, b′, c′)

for some b, c, b′, c′ ∈ S. Since det

0 y

y 1

 = −y2, the possibilities for b and b′ are, up to units,

b = y2 and b′ = 1 or b = y = b′. By considering cokernels, both cases lead to contradictions

and so Xξ must be indecomposable.

By Proposition 4.3.5, these seven factorizations, and each of their corresponding shifts,

give the complete list of non-isomorphic indecomposable objects in MF3
S(y

4) (21 in total).

To end this section, we discuss the relationship between the 2-MF type of f and the

d-MF type of f for d > 2. As we saw in Lemma 4.3.3, finite d-MF type implies finite 2-MF

type. The example below shows that the converse does not hold in general. In particular,

we give a polynomial of finite 2-MF type which has infinite 3-MF type.
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Example 4.4.5. Let S = kJx, yK where k is an algebraically closed field with chark ̸= 2, 3

and let f = x3 + y3 ∈ S. The hypersurface ring R = S/(f) is a simple singularity of type

D4 and therefore has finite CM type.

Consider R♯ = kJx, y, zK/(x3+y3+z3), the 3-fold branched cover of R. Following [BP15],

to each point (a, b, c) ∈ k3 satisfying a3 + b3 + c3 = 0 and abc ̸= 0, we associate the Moore

matrix

Xabc =


ax bz cy

by cx az

cz ay bx

 .

The cokernelNabc = cok(Xabc) is an MCM R♯-module and is given by the matrix factorization

(Xabc,
1
abc

adjXabc) ∈ MF2
SJzK(x

3 + y3 + z3), where adjXabc is the classical adjoint of Xabc.

Furthermore, Nabc is indecomposable since detXabc = abc(x3 + y3 + z3) and x3 + y3 + z3 is

irreducible. Buchweitz and Pavlov give precise conditions for Xabc to be matrix equivalent

to Xa′b′c′ (see [BP15, Proposition 2.13]). In particular, their results imply that the collection

{Nabc}, as (a, b, c) varies over the curve x3 + y3 + z3, gives an uncountable collection of

non-isomorphic indecomposable MCM R♯-modules.

With respect to the images of the standard basis on SJzK3, multiplication by z on Nabc

is given by the S-matrix

φabc =


0 − c

a
y −a

c
x

− c
b
x 0 − b

c
y

−a
b
y − b

a
x 0

 .

Therefore, we have that N ♭
abc = (µφabc, µφabc, µφabc) ∈ MF3

S(x
3 + y3), where µ3 = −1. For

any N1, N2 ∈ MCM(R♯), N ♭
1
∼= N ♭

2 if and only if N1
∼= (σk)∗N2 for some k ∈ Zd. Hence,

the collection of non-isomorphic indecomposable summands of N ♭
abc for all (a, b, c) as above

cannot be a finite set. It follows that x3+y3 has infinite 3-MF type. Furthermore, the entries

of φabc lie in the maximal ideal of S so x3 + y3 has infinite reduced 3-MF type as well (see

Section 4.6).
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4.5 Decomposability of N ♭ and X♯

Let d ≥ 2 and (S, n,k) be a complete regular local ring. Assume k is algebraically closed of

characteristic not dividing d. Let f ∈ n2 be non-zero, R = S/(f), and R♯ = SJzK/(f + zd).

Proposition 4.3.5 showed that both N ♭♯ and X♯♭ decompose into a sum of d objects. In this

section we investigate the decomposability of N ♭ and X♯.

Recall that the shift functor T : MFdS(f) → MFdS(f) satisfies T
d = 1MFd

S(f)
. In particular,

for any X ∈ MFdS(f), there exists a smallest integer k ∈ {1, 2, . . . , d − 1, d} such that

T kX ∼= X. We call k the order of X.

Lemma 4.5.1. For any X ∈ MFdS(f), the order of X is a divisor of d.

Proof. For a given X ∈ MFdS(f), the cyclic group of order d generated by T acts on the set

of equivalence classes {[T iX] : i ∈ Zd}. In particular, the stabilizer of [X] is generated by

T k for some k | d which can be taken to be the smallest possible in {1, 2, . . . , d}. It follows

that the order of X is k.

The next result builds on an idea of Knörrer [Knö87, Lemma 1.3] and Gabriel [Gab81,

p. 95]. The proof is based on [LW12, Lemma 8.25] which states that a matrix factorization

(φ, ψ) ∈ MF2
S(f) satisfying (φ, ψ) ∼= (ψ, φ) is isomorphic to a factorization of the form

(φ0, φ0). For d > 2, the situation is similar, but the divisors of d play a role. Specifically, if

X has order k, then X is isomorphic to the concatenation of k matrices, d/k times.

Proposition 4.5.2. Let X ∈ MFdS(f) be indecomposable of size n and assume X has order

k < d. Then there exist S-homomorphisms φ′
1, φ

′
2, . . . , φ

′
k such that (φ′

1φ
′
2 · · ·φ′

k)
d
k = f · In

and

X ∼= (φ′
1, φ

′
2, . . . , φ

′
k, φ

′
1, φ

′
2, . . . , φ

′
k, . . . , φ

′
1, φ

′
2, . . . , φ

′
k).

Proof. Let X = (φ1 : F2 → F1, φ2 : F3 → F2, . . . , φd : F1 → Fd) and set r = d/k. By

assumption, there is an isomorphism α = (α1, . . . , αd) : X → T kX. By applying T k(−)
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repeatedly, we obtain an automorphism α̃ of X defined by the composition

X T kX T 2kX · · · T (r−1)kX X.α Tk(α) T 2k(α) T (r−2)k(α) T (r−1)k(α)

In particular, α̃ = (αi+(r−1)kαi+(r−2)k · · ·αi+kαi)di=1. Since X is indecomposable the endomor-

phism ring Λ := EndMFd
S(f)

(X) is local. Since k is algebraically closed, it cannot have any

non-trivial finite extensions which are division rings. Hence, the division ring Λ/ radΛ must

be isomorphic to k. This allows us to write

α̃ = c · 1X + ρ

for some c ∈ k× and ρ ∈ radΛ. Since chark ∤ d, we may scale α by c−
1
r and assume

α̃ = 1X + ρ for ρ = (ρ1, ρ2, . . . , ρd) ∈ radΛ.

If i ∈ Zd, then

αiρi = αi(αi+(r−1)kαi+(r−2)k · · ·αi+kαi − 1Fi
)

= (αiαi+(r−1)kαi+(r−2)k · · ·αi+k − 1Fi+k
)αi

= ρi+kαi.

Represent the function g(x) = (1+x)−1/r by its Maclaurin series and define, for each i ∈ Zd,

βi := αig(ρi) = g(ρi+k)αi : Fi → Fi+k.

For i ∈ Zd, we have that

βiφi = g(ρi+k)αiφi = g(ρi+k)φi+kαi+1 = φi+kg(ρi+k+1)αi+1 = φi+kβi+1.

Hence, β = (β1, β2, . . . , βd) ∈ HomMFd
S(f)

(X,T kX). By repeatedly applying αig(ρi) =
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g(ρi+k)αi, we have that

βiβi−kβi−2k · · · βi+2kβi+k = (αig(ρi))(αi−kg(ρi−k))(αi−2kg(ρi−2k)) · · · (αi+kg(ρi+k))

= αiαi−k · · ·αi+2kαi+kg(ρi+k)
r

= (1Fi+k
+ ρi+k)(1Fi+k

+ ρi+k)
−1

= 1Fi+k
.

Hence, βi is an isomorphism for each i ∈ Zd and therefore the morphism β is an isomorphism

of matrix factorizations.

We claim that X ∼= (β1φ1, . . . , φk, β1φ1, . . . , φk, . . . , β1φ1, . . . , φk). For 0 ≤ j ≤ r− 1 and

2 ≤ t ≤ k+1, define γj,t to be the composition of the homomorphisms βi beginning at Ft+jk

of length r − j. In other words,

γj,k = βt+(r−1)kβt+(r−2)k · · · βt+(j+1)kβt+jk : Ft+jk → Ft.

Note that each γj,k is an isomorphism. For j = 0, the index −1 is interpreted as r − 1 so

that γ−1,k+1 = β1.

Let 0 ≤ j ≤ r − 1 and 2 ≤ t ≤ k + 1. To finish the proof, it suffices to show that the

following diagram commutes:

Fk+1+jk Fk+jk · · · F2+jk F1+jk

Fk+1 Fk · · · F2 Fk+1.

γj,k+1

φk+jk

γj,k

φk−1+jk φ2+jk φ1+jk

γj,2 γj−1,k+1

φk φk−1 φ2 β1φ1

The commutativity can be broken into three steps. First, we show that γj−1,k+1φ1+jk =

β1φ1γj,2.
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By repeatedly applying βiφi = φi+kβi+1, i ∈ Zd, we have that

γj−1,k+1φ1+jk = β1β1−kβ1−2k · · · β1+(j+1)kβ1+jkφ1+jk

= β1φ1β2−kβ2−2k · · · β2+(j+1)kβ2+jk

= β1φ1γj,2.

Similarly, for 2 ≤ t ≤ k, we have that

γj,tφt+jk = βt−kβt−2k · · · βt+(j+1)kβt+jkφt+jk

= φtβt+1−kβt+1−2k · · · βt+1+(j+1)kβt+1+jk

= φtγj,t+1

and

γj,kφk+jk = βdβ−kβ−2k · · · β(j+1)kφ(j+1)k

= φkβ1β1−k · · · β1+(j+1)k

= φkγj,k+1.

Thus, the d-tuple γ = (γ−1,k+1, γ0,2, γ0,3, . . . , γ0,k+1, γ1,2, . . . , γr−1,k) forms an isomorphism

from X to (β1φ1, . . . , φk, β1φ1, . . . , φk, . . . , β1φ1, . . . , φk).

Example 4.5.3. Let X = (φ1, φ2, φ3, φ4) ∈ MF4
S(f) and assume X has order 4. Then

Y = X ⊕ T 2X satisfies T 2Y ∼= Y but TY ̸∼= Y . Hence, Y has order 2. As in Proposition

4.5.2, we have an isomorphism

Y =


φ1

φ3

 ,

φ2

φ4

 ,

φ3

φ1

 ,

φ4

φ2




∼=


 φ3

φ1

 ,

φ2

φ4

 ,

 φ3

φ1

 ,

φ2

φ4


 .
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So, Y is isomorphic to the concatenation of the two matrices

 φ3

φ1

 and

φ2

φ4

.

The special case of order 1 will be important going forward.

Corollary 4.5.4. Let X ∈ MFdS(f) be indecomposable of size n and assume that X ∼=

TX. Then there exists a homomorphism φ : Sn → Sn such that φd = f · In and X ∼=

(φ, φ, . . . , φ).

Proposition 4.5.5. Let X ∈ MFdS(f), N ∈ MCM(R♯), and assume both X and N are

indecomposable objects.

(i) If X ∼= TX, then X ∼= M ♭ for some M ∈ MCM(R♯).

(ii) If N ∼= σ∗N , then N ∼= Y ♯ for some Y ∈ MFdS(f).

Proof. If X ∼= TX, then Corollary 4.5.4 implies that there exists a free S-module F and an

endomorphism φ : F → F such that φd = f · 1F and X ∼= (φ, φ, . . . , φ) ∈ MFdS(f). The pair

(F, µ−1φ) defines an MCM(R♯) module M as follows: As an S-module, M = F , and the

z-action on M is given by z ·m = µ−1φ(m) for all m ∈ M , where µ ∈ S satisfies µd = −1.

Since (µ−1φ)d = −f · 1M , M is naturally an R♯-module. Since M = F is free over S, it is

MCM over R♯. By applying (−)♭, we have that M ♭ = (φ, φ, . . . , φ) ∼= X.

Assume N ∼= σ∗N . Using a similar technique to the proof of Proposition 4.5.2, we obtain

an isomorphism of R♯-modules θ : N → σ∗N such that

(σd−1)∗θ ◦ (σd−2)∗θ ◦ · · · ◦ σ∗θ ◦ θ = 1N .

Such an isomorphism defines the structure of an R♯[σ]-module on N . Thus, by Theorem

4.1.5, there exists Y ∈ MFdS(f) such that B(Y ) ∼= N as R♯[σ]-modules and therefore Y ♯ ∼= N

as R♯-modules by Lemma 4.3.8(i).

Proposition 4.5.6. Let X be indecomposable in MFdS(f) and N be indecomposable in

MCM(R♯).
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(i) Assume X ∼= TX. Then X♯ ∼=
⊕

k∈Zd
(σk)∗M for some indecomposableM ∈ MCM(R♯)

such that M ̸∼= σ∗M .

(ii) The number of indecomposable summands of X♯ is at most d. Furthermore, if X♯ has

exactly d indecomposable summands, then X ∼= TX.

(iii) Assume N ∼= σ∗N . Then N ♭ ∼=
⊕

k∈Zd
T kY for some indecomposable Y ∈ MFdS(f)

such that Y ̸∼= TY .

(iv) The number of indecomposable summands of N ♭ is at most d. Furthermore, if N ♭ has

exactly d indecomposable summands, then N ∼= σ∗N .

Proof. If X ∼= TX, then Proposition 4.5.5(i) implies that X ∼= M ♭ for some M ∈ MCM(R♯).

By Proposition 4.3.5, we have that X♯ ∼= M ♭♯ ∼=
⊕

k∈Zd
(σk)∗M . Similarly, if N ∼= σ∗N ,

then Proposistion 4.5.5(ii) and Proposition 4.3.5 imply that N ♭ ∼=
⊕

k∈Zd
T kY for some

Y ∈ MFdS(f).

Next, in the case that TX ∼= X, we show that M above is indecomposable and satisfies

M ̸∼= σ∗M .

• Suppose M ∼= M1 ⊕M2 for non-zero M1,M2 ∈ MCM(R♯). Then (σk)∗M ∼= (σk)∗M1 ⊕

(σk)∗M2 for each k ∈ Zd. Therefore,

Xd ∼= X♯♭ ∼=
⊕
k∈Zd

((σk)∗M1)
♭ ⊕ ((σk)∗M2)

♭.

This contradicts KRS since the left side has precisely d indecomposable summands

while the right hand side has at least 2d indecomposable summands. Hence, M is

indecomposable.

• Suppose that σ∗M ∼= M . Then, since M is indecomposable, the arguments above

imply that M ♭ decomposes into a sum of at least d indecomposable summands. Since

T (M ♭) ∼= M ♭, we have

Xd ∼= X♯♭ ∼= (M ♭)♯♭ ∼= (M ♭)d.
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Since X is indecomposable, the left hand side has precisely d indecomposable sum-

mands while the right hand side has at least d2 indecomposable summands. Once

again, we have a contradiction and so M ̸∼= σ∗M .

This completes the proof of (i). We omit the remaining assertions from (iii) as they follow

similarly.

In order to prove (ii), suppose X♯ = M1 ⊕M2 ⊕ · · · ⊕Mt for non-zero Mi ∈ MCM(R♯).

Then

X ⊕ TX ⊕ · · · ⊕ T d−1X ∼= X♯♭ ∼= M ♭
1 ⊕M ♭

2 ⊕ · · · ⊕M ♭
t . (4.5.1)

The left hand side has precisely d indecomposable summands and therefore t ≤ d.

If X♯ decomposes into exactly d indecomposables, that is, if t = d, then (4.5.1) implies

that M ♭
i is indecomposable for each i and that X ∼= M ♭

j for some 1 ≤ j ≤ d. Then

TX ∼= T (M ♭
j ) =M ♭

j
∼= X.

The proof of (iv) is similar, observing that σ∗(X♯) ∼= X♯ for any X ∈ MFdS(f).

4.6 Reduced matrix factorizations

Let (S, n,k) be a complete regular local ring, 0 ̸= f ∈ n2, and let d ≥ 2 be an integer.

Assume k is algebraically closed of characteristic not dividing d. In this section, we will

consider the following special class of matrix factorizations in MFdS(f).

Definition 4.6.1. A matrix factorization X = (φ1, φ2, . . . , φd) ∈ MFdS(f) is called reduced

if φk : Fk+1 → Fk is minimal for each k ∈ Zd, that is, if Imφk ⊆ nFk. Equivalently, after

choosing bases, X is reduced if the entries of φk lie in n for all k ∈ Zd. We say that f has

finite reduced d-MF type if there are, up to isomorphism, only finitely many indecomposable

reduced matrix factorizations X ∈ MFdS(f).

In the case d = 2, any indecomposable non-reduced matrix factorization is isomorphic to
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either (1, f) or (f, 1) in MF2
S(f) [Yos90, Remark 7.5]. In particular, this implies that finite

2-MF type is equivalent to finite reduced 2-MF type.

For d > 2, the situation is quite different. There at least as many non-reduced indecom-

posable d-fold factorizations of f as there are reduced ones (see Corollary 2.3.12). Moreover,

finite d-MF type clearly implies finite reduced d-MF type but the converse does not hold for

d > 2 as we will show in Example 4.6.11.

Definition 4.6.2.

(i) Let X = (φ1, . . . , φd) ∈ MFdS(f) and pick bases to consider φk, k ∈ Zd, as a square

matrix with entries in S. Following [BGS87], we define I(φk) to be the ideal generated

by the entries of φk and set I(X) =
∑

k∈Zd
I(φk). Note that the ideal I(X) does not

depend on the choice of basis.

(ii) Let cd(f) denote the collection of proper ideals I of S such that f ∈ Id.

In the case d = 2, Theorem 4.4.1 implies that the reduced 2-MF type of f is determined

by the cardinality of the set c2(f). One implication of Theorem 4.4.1 is proven explicitly in

[BGS87]. The authors show that the association X 7→ I(X) forms a surjection from the set

of isomorphism classes of reduced 2-fold matrix factorizations of f onto the set c2(f). Hence,

if there are only finitely many indecomposable reduced 2-fold matrix factorizations of f up

to isomorphism, then the set c2(f) is finite.

The following result of Herzog, Ulrich, and Backelin shows that the associationX 7→ I(X)

remains surjective in the case d > 2.

Theorem 4.6.3 ([HUB91], Theorem 1.2). Let I be a proper ideal of S and d ≥ 2. If f ∈ Id,

then there exists a reduced matrix factorization X ∈ MFdS(f) such that I(X) = I.

Corollary 4.6.4. Suppose f has finite reduced d-MF type. Then cd(f) is a finite collection

of ideals of S.
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Corollary 4.6.4 extends one direction of Theorem 4.4.1; however, the converse does not

hold for d > 2 as shown by the next example.

Example 4.6.5. Let S = kJx, yK where k algebraically closed with chark ̸= 2 and f =

x2y ∈ S. Then the one-dimensional D∞ singularity R = S/(f) has countably infinite CM

type by [BGS87, Proposition 4.2]. For each k ≥ 1, we have a reduced matrix factorization

of x2y with 3 factors:

Xk =


x yk

0 −x

 ,

y 0

0 y

 ,

x yk

0 −x


 ∈ MF3

S(x
2y).

Any isomorphismXk → Xj for k, j ≥ 1 induces an isomorphism ofR-modules cok

x yk

0 −x

→

cok

x yj

0 −x

. Such an isomorphism is only possible if k = j, that is, Xk
∼= Xj if and only

if k = j. Since Xk is reduced and the MCM R-module cok

x yk

0 −x

 is indecomposable,

Corollary 2.3.12 implies that Xk is indecomposable. Thus, x2y has infinite reduced d-MF

type.

On the other hand, we claim that c3(x
2y) contains only the maximal ideal. To see this,

suppose I is a proper ideal of S such that f = x2y ∈ I3. Notice that if a ∈ I3, then

∂
∂x
(a) ∈ I2 (and ∂

∂y
(a) ∈ I2). Hence, ∂

∂x
(x2y) = 2xy ∈ I2. Similarly, 2xy ∈ I2 implies that

∂
∂x
(2xy) = 2y ∈ I and ∂

∂y
(2xy) = 2x ∈ I. It follows that I = (x, y) and c3(x

2y) = {(x, y)}.

So, c3(x
2y) is finite but x2y has infinite reduced 3-MF type.

4.6.1 Ulrich modules and reduced matrix factorizations

Let N be an MCM R♯-module and let µR♯(N) denote the size of a minimal generating set

of N . Recall that N is finitely generated and free over S. We will see below that there is an
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inequality

µR♯(N) ≤ rankS(N). (4.6.1)

In the following, we consider MCM R♯-modules N where the equality µR♯(N) = rankS(N)

is attained.

As we saw in Example 4.4.4, a matrix factorization of the formN ♭, obtained by computing

multiplication by z on an MCM R♯-module N , can be non-reduced. We will show below

that the matrix representing multiplication by z on N contains unit entries precisely when

µR♯(N) < rankS(N). In other words, the restriction of the functor (−)♭ : MCM(R♯) →

MFdS(f) to the subcategory of MCM R♯-modules satisfying µR♯(N) = rankS(N) produces

only reduced matrix factorizations of f with d factors. Conversely, the image of the functor

(−)♯ : MFdS(f) → MCM(R♯), restricted to the subcategory of reduced matrix factorizations

of f , consists exactly of the MCM R♯-modules N satisfying µR♯(N) = rankS(N).

Lemma 4.6.6. Let N be an MCM R♯-module and assume that f + zd is irreducible. Then

N is a finitely generated free S-module satisfying

µR♯(N) ≤ rankS(N) = d · rankR♯(N) = rankS(R
♯) · rankR♯(N).

Proof. Let (Φ : SJzKn → SJzKn,Ψ : SJzKn → SJzKn) ∈ MF2
SJzK(f + zd) be a matrix factoriza-

tion of f + zd such that Φ gives a minimal presentation of cokΦ = N . Since Φ is minimal,

n = µR♯(N). Then detΦ = u(f + zd)k for some 1 ≤ k ≤ n and some unit u ∈ SJzK. Recall

that k = rankR♯(N) by [Eis80, Propoistion 5.6]. By tensoring with S = SJzK/(z), we find

that det Φ̄ = v · fk, where Φ̄ = Φ⊗SJzK 1S and v ∈ S is a unit. Moreover, Φ̄ is injective, since

Φ̄Ψ̄ = f · 1Sn = Ψ̄Φ̄, and we have a minimal presentation of N/zN over S:

0 Sn Sn N/zN 0.Φ̄

On the other hand, since N is MCM over R♯, it is finitely generated and free as an S-
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module. Let r = rankS(N) and consider the map φ : Sr → Sr representing multiplication

by z on N . This map also gives a presentation of N/zN over S, though the presentation

may not be minimal as we saw in Example 4.4.4. Thus, there exists a commutative diagram

with vertical isomorphisms

0 Sr Sr N/zN 0

0 Sr Sr N/zN 0.


Φ̄ 0

0 Ir−n



φ

(4.6.2)

This implies that µR(N/zN) ≤ r, whereR = S/(f) as usual. The inequality now follows from

the fact that µR(N/zN) = µR♯(N). Furthermore, the diagram implies that detφ = v′ ·fk for

some unit v′. However, since φd = −f · Ir, we have that, up to units, f r = (detφ)d = fkd.

Thus, rankS(N) = r = dk = d · rankR♯(N).

Lemma 4.6.7. Assume f + zd is irreducible. Let N be an MCM R♯-module and let X ∈

MFdS(f). Then µR♯(N) = rankS(N) if and only if N ♭ ∈ MFdS(f) is reduced, and X
♯ satisfies

µR♯(X♯) = rankS(X
♯) if and only if X is reduced.

Proof. Let N ∈ MCM(R♯) and set r = rankS(N). Let φ : Sr → Sr be the S-linear map

representing multiplication by z on N . Then the presentation of N/zN given by φ in (4.6.2)

is minimal if and only if r = rankS(N) = µR(N/zN). Since µR(N/zN) = µR♯(N), we have

that φ is minimal if and only if rankS(N) = µR♯(N). This proves the first statement since

N ♭ = (µφ, µφ, · · · , µφ) ∈ MFdS(f).

By Proposition 4.3.5, X♯♭ ∼=
⊕

k∈Zd
T kX which is reduced if and only if X is reduced.

The second statement now follows from the first by taking N = X♯ ∈ MCM(R♯).

Lemma 4.6.7 gives us a specialization of Corollary 4.3.6 and Theorem 4.3.7.

Proposition 4.6.8. Assume f + zd is irreducible.
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(i) For any reduced X ∈ MFdS(f), there exists N ∈ MCM(R♯) satisfying rankS(N) =

µR♯(N) such that X is isomorphic to a direct summand of N ♭.

(ii) For any N ∈ MCM(R♯) satisfying rankS(N) = µR♯(N), there exists reduced X ∈

MFdS(f) such that N is isomorphic to a direct summand of X♯.

In particular, f has finite reduced d-MF type if and only if there are, up to isomorphism,

only finitely many indecomposable MCM R♯-modules N satisfying rankS(N) = µR♯(N).

Proof. Both (i) and (ii) follow from Lemma 4.6.7 and Proposition 4.3.5. The final statement

follows as in the proof of Theorem 4.3.7 by noticing that a matrix factorization Y ∈ MFdS(f) is

reduced if and only if every summand of Y is reduced and that an MCMR♯-moduleN satisfies

µR♯(N) = rankS(N) if and only if every summand of N satisfies the same equality.

For a module M over a local ring A, we let e(M) denote the multiplicity of M . If M is

an MCM A-module, there is a well known inequality µA(M) ≤ e(M). The class of MCM

modules satisfying µA(M) = e(M) are called Ulrich modules. For background on Ulrich

modules we refer the reader to [Bea18], [BHU87], [HK87], and [HUB91]. If A is a domain,

then we may compute the multiplicity of M as e(M) = e(A) · rankA(M).

In the case of the d-fold branched cover of R, we have the following connection between

reduced d-fold matrix factorizations of f and Ulrich modules over R♯. We let ord(f) denote

the maximal integer e such that f ∈ ne.

Corollary 4.6.9. Assume d ≤ ord(f) and that f + zd is irreducible. Let N ∈ MCM(R♯).

Then N is an Ulrich R♯-module if and only if N ♭ ∈ MFdS(f) is a reduced matrix factorization

of f .

In particular, f has finite reduced d-MF type if and only if there are, up to isomorphism,

only finitely many indecomposable Ulrich R♯-modules.

Proof. Since d ≤ ord(f), the multiplicity of R♯ = SJzK/(f + zd) is d. Hence, an MCM

R♯-module N is Ulrich if and only if µR♯(N) = d · rankR♯(N). By Lemma 4.6.6, the quantity
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d · rankR♯(N) is equal to the rank of N as a free S-module. Thus, N is Ulrich if and only if

µR♯(N) = rankS(N). Both statements now follow from Proposition 4.6.7.

Remark 4.6.10. In the case d = 2, the condition rankS(N) = µR♯(N) is redundant. An

MCM R♯ = SJzK/(f + z2)-module N satisfies rankS(N) = µR♯(N) if and only if N has no

summands isomorphic to R♯ (this follows from the proof of [LW12, Lemma 8.17 (iii)]). In

other words, the conclusion of Proposition 4.6.8 in the case d = 2 is simply a restatement

of Theorem 4.3.2. Furthermore, Corollary 4.6.9 implies that any MCM R♯-module with no

free summands is an Ulrich module. Since, in the case d = 2, the multiplicity of R♯ is 2 this

is a known result of Herzog-Kühl [HK87, Corollary 1.4].

Example 4.6.11. Let k be an algebraically closed field of characteristic 0 and consider the

one-dimensional hypersurface ring

Ra,i = kJx, yK/(xa + ya+i), a ≥ 2, i ≥ 0.

If i = 1 or i = 2, then, by [HUB91, Theorem A.3], Ra,i has only finitely many isomorphism

classes of indecomposable Ulrich modules. Set S = kJyK and consider Ra,i as the a-fold

branched cover of R = kJyK/(ya+i). Since e(Ra,i) = a, Corollary 4.6.9 implies that ya+i,

for i ∈ {1, 2}, has only finitely many isomorphism classes of reduced indecomposable a-fold

matrix factorizations. In other words, ya+i has finite reduced a-MF type for i = 1, 2 and any

a ≥ 2.

The methods in [HUB91, Theorem A.3] can be used to compute the isomorphism classes

of indecomposable reduced matrix factorizations of ya+i. For instance, let a ≥ 2 and i = 1.

Then Ra,1
∼= kJta, ta+1K and ta is a minimal reduction of the maximal ideal m of Ra,1. Hence,

R′
a,1 = Ra,1[{ r

ta
: r ∈ m}] = kJtK is the first quadratic transform of Ra,1. By [HUB91,

Corollary A.1], an Ra,1-module M is Ulrich over Ra,1 if and only if it is MCM over R′
a,1.

Since R′
a,1 = kJtK is a regular local ring, the only indecomposable MCM R′

a,1-module is R′
a,1

itself.

91



As an S ∼= kJtaK-module, R′
a,1 = kJtK is free with basis given by {1, t, t2, . . . , ta−1}. Thus,

multiplication by x = ta+1 on the basis {1, t, . . . , ta−1} is given by the mapping

tk 7→ ta+1+k = tatk+1

for 0 ≤ k ≤ a−1. Since y = ta, it follows that multiplication by x on the MCM Ra,1-module

R′
a,1 is given by the a× a matrix with entries in kJyK

φ =



0 0 · · · 0 y2

y 0 · · · 0 0

0 y
. . .

...
...

...
...

. . . . . .
...

0 0 · · · y 0


.

It follows that (R′
a,1)

♭ ∼=
⊕

i∈Za
T i((y2, y, y, . . . , y)) ∈ MFakJyK(y

a+1). By Proposition 4.6.8

and Corollary 4.6.9, the matrix factorization (y2, y, y, . . . , y) ∈ MFakJyK(y
a+1), and its corre-

sponding shifts, are the only indecomposable reduced matrix factorizations of ya+1 with a

factors.

Notice that for a ≥ 4, the polynomial ya+1 does not appear on the list given in Theorem

4.4.2 for any d > 2. Thus, the conclusions of this example imply that ya+1 has infinitely

many isomorphism classes of indecomposable matrix factorizations with a factors but only

finitely many which are reduced.

The last example shows the necessity of the assumption d ≤ ord(f) in Corollary 4.6.9.

Example 4.6.12. Let k be algebraically closed of characteristic 0. Set S = kJxK, f = x3, and

R = S/(f). The hypersurface ring R♯ = kJx, yK/(x3 + y4) is the same ring given in Example

4.4.4, however, here we are viewing R♯ as the 4-fold branched cover of R = kJxK/(x3). Again
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using the notation of [Yos90, p. 9.13], we take B = cok β where

β =


y 0 x

x −y2 0

0 x −y

 .

The MCM R♯-module B is, in this case, free of rank 4 over S = kJxK. In particular, if e1, e2,

and e3 are the images of the standard basis on SJyK3, then an S-basis for B is {e1, e2, e3, ye2}.

Multiplication by y on B is given by the S-matrix

φ =



0 0 x 0

−x 0 0 0

0 0 0 x

0 1 0 0


.

Notice that B is an Ulrich R♯-module but multiplication by y on B is given by a non-reduced

matrix. In other words, the condition d ≤ ord(f) in Proposition 4.6.8 is necessary.
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5 | Morphism Categories of MCMmod-

ules

Let S be a regular local ring, 0 ̸= f a non-invertible element of S, and set R = S/(f).

The main goal of this chapter is to generalize Eisenbud’s correspondence (Theorem 1.2.7),

between matrix factorizations of f with 2 factors and maximal Cohen-Macaulay R-modules,

to the case of matrix factorizations of f with d > 2 factors.

5.1 Morphism categories

Definition 5.1.1. Let A be a local ring and M,N ∈ MCM(A). Fix n ≥ 1.

(i) An A-homomorphism g : M → N is called admissible if both cok g and ker g are in

MCM(A). Let Morn(A) denote the category of sequences of admissible homomorphisms

of length n. In other words, an object ξ ∈ Morn(A) is a sequence

ξ =
(
Mn Mn−1 · · · M2 M1

)gn−1 gn−2 g2 g1
(5.1.1)

such that Mi ∈ MCM(A) for i = 1, 2, . . . , n and gi is an admissible homomorphism

for i = 1, 2, . . . , n − 1. A morphism β = (β1, β2, . . . , βn) : ξ → ξ′ between objects

ξ, ξ′ ∈ Morn(A) is a commutative diagram:

Mn Mn−1 · · · M2 M1

M ′
n M ′

n−1 · · · M ′
2 M ′

1.

βn

gn−1

βn−1

gn−2 g2

β2

g1

β1

g′n−1 g′n−2 g′2 g′1
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(ii) An A-homomorphism g : M → N is called an admissible monomorphism if it is

admissible and injective. The monomorphism category of A, denoted Sn(A), is the

full subcategory of Morn(A) consisting of sequences of admissible monomorphisms of

length n.

(iii) Dually, g : M → N is called an admissible epimorphism if it is admissible and sur-

jective. The epimorphism category of A, denoted Fn(A), is the full subcategory of

Morn(A) consisting of sequences of admissible epimorphisms of length n.

The Depth Lemma [LW12, Lemma A.4] ensures that the subcategories Fn(A) and Sn(A)

are well behaved. In particular, MCM(A) is closed under extensions and an admissible

epimorphism in MCM(A) is just an epimorphism of A-modules. For this reason, and the

following lemma, we will focus our attention on the category Fn(A).

Lemma 5.1.2. For any n ≥ 1, there is an equivalence of categories Fn(A) ≈ Sn(A).

Proof. This follows directly from the fact that MCM(A) is closed under extensions. In

particular, the equivalence is given by the functor which sends ξ ∈ Fn(A), of the form

(5.1.1), to the sequence

ker gn−1 ker(gn−2gn−1) · · · ker(g1g2 · · · gn−1) Mn

in Sn(A).

In the case of an Artin algebra Λ, the analogous morphism categories of Λ-modules have

been studied thoroughly. Ringel and Schmidmeier considered the case of the “submodule

category” (n = 2) in the series of papers [RS06], [RS07], and [RS08]. The general case

(n > 2) has also received a great deal of attention. We refer the reader to [Sim07], [Che11],

[RZ14], and [XZZ14] for more information.
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5.2 The epimorphism category of a hypersurface ring

Let S be a regular local ring, 0 ̸= f ∈ S a non-unit, and fix an integer d ≥ 2. For the rest of

this chapter, we will consider the morphism categories defined in (5.1.1) in the case of the

hypersurface ring R = S/(f). In light of Lemma 5.1.2, we need only investigate one of Sn(R)

or Fn(R). We have chosen to present the main result of this chapter from the perspective

of the epimorphism category.

Recall the indecomposable projective matrix factorizations Pi, i ∈ Zd, from Chapter 2.1.

Namely, Pi = (1, 1, ..., f, ..., 1, 1) where the i-th component is multiplication by f on S while

the rest are the identity on S. Given an additive category C and a set of objects B in C,

we let C/B denote the category which has the same objects as C, and has morphisms which

factor through direct sums of objects in B identified with zero. Before stating the main

result of this chapter, we recall a more precise version of Eisenbud’s Theorem (1.2.7).

Theorem 5.2.1 ([Eis80], Theorem 7.4 [Yos90]). The functor cok : MF2
S(f) → MCM(R),

given by (φ, ψ) ∈ MF2
S(f) 7−→ cokφ ∈ MCM(R), induces an equivalence of categories:

MF2
S(f)/{P2} ≈ MCM(R).

Furthermore, this induces an equivalence between stable categories:

MF2
S(f) = MF2

S(f)/{P1,P2} ≈ MCM(R)/{R}.

The rest of this chapter is dedicated to proving our main result:

Theorem 5.2.2. There is an equivalence of categories MFdS(f)/{Pd} ≈ Fd−1(R).

Remark 5.2.3. The cases d = 2 and d = 3 of Theorem 5.2.2 are known.

(i) If d = 2, then F1(R) = MCM(R) is the category of MCM R-modules. In this case, The-

orem 5.2.2 coincides with Eisennbud’s fundamental theorem on matrix factorizations
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(Theorem 5.2.1 above).

(ii) If d = 3, then F2(R) can be identified with the category of short exact sequences

of MCM R-modules. In this case, Hopkins [Hop21, Theorem 3.1.4] proved that the

category of 3-fold matrix factorizations of f , modulo the projective factorization P3 =

(1, 1, f) in MF3
S(f), is equivalent to the category F2(R).

The key step in the proof of Hopkins’ result is the construction of a 3-fold matrix fac-

torization from a short exact sequence of MCM R-modules using the horseshoe lemma. The

following proposition is well-known (see [BL07, Proposition 3.5] or [LW12, Remark 8.9]) and

gives an equivalent description of the factorization constructed by Hopkins.

Proposition 5.2.4. Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of MCM

R-modules. For any matrix factorizations (φ′, ψ′) and (φ′′, ψ′′) corresponding to M ′ and M ′′

respectively, there exists a morphism (α, β) : (ψ′′, φ′′) → (φ′, ψ′) such that

cok


φ′ α

0 φ′′

 ,

ψ′ −β

0 ψ′′


 ∼= M.

In particular, this matrix factorization can be factored further into


In 0

0 φ′′

 ,

φ′ α

0 Im

 ,

ψ′ −β

0 ψ′′


 ∈ MF3

S(f)

where In and Im are identity matrices of the appropriate sizes.

5.2.1 The proof of the main result

Let d ≥ 2. Given a matrix factorization X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) ∈ MFdS(f),

define Xj = cok(φ1φ2 · · ·φj−1φj) ∈ MCM(R) for each j ∈ Zd. Additionally, let πj denote
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the canonical projection map πj : F1 → Xj given by the short exact sequence:

0 Fj+1 F1 Xj 0.
φ1φ2···φj πj

Define a functor Ψd : MFdS(f) → Fd−1(R) which sends a matrix factorization X ∈ MFdS(f)

to the sequence of surjections

Xd−1 Xd−2 · · · X2 X1
ρd−2 ρd−3 ρ2 ρ1

where ρj is the unique map completing the diagram

0 Fj+2 F1 Xj+1 0

0 Fj+1 F1 Xj 0.

φj+1

φ1φ2···φj+1 πj+1

ρj

φ1φ2···φj πj

Given a morphism α = (α1, α2, . . . , αd) : X → X ′, the morphism Ψd(α) is given by

Xd−1 Xd−2 · · · X2 X1

X ′
d−1 X ′

d−2 · · · X ′
2 X ′

1

(α1,αd)

ρd−2

(α1,αd−1)

ρd−3 ρ2

(α1,α3)

ρ1

(α1,α2)

ρ′d−2 ρ′d−3 ρ′2 ρ′1

where (α1, αj) is the unique map induced by the diagram

0 Fj F1 Xj 0

0 F ′
j F ′

1 X ′
j 0.

αj

φ1φ2···φj−1 πj

α1 (α1,αj)

φ′
1φ

′
2···φ′

j−1 π′
j

In order to prove Theorem 5.2.2, we show that Ψd is fully faithful and dense. We start

with a lemma which will be used to show the density of Ψd.

Lemma 5.2.5. Let X = (φ1, . . . , φd−1) ∈ MFd−1
S (f) and assume there exists an MCM R-

module M with a surjection g : M → Xd−2. Let ξ ∈ Fd−1(R) denote the resulting sequence
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of length d− 1:

ξ =
(
M Xd−2 Xd−3 · · · X2 X1

)
.

g ρd−3 ρd−4 ρ2 ρ1

Then there exists Y ∈ MFdS(f) such that Ψd(Y ) ∼= ξ.

Proof. For simplicity, set Φj = φ1φ2 · · ·φj−1φj for each 1 ≤ j ≤ d − 2. Let K = ker g

and pick a matrix factorization (φK : GK → FK , ψK : FK → GK) ∈ MF2
S(f) such that

cokφK ∼= K. By Proposition 5.2.4, there exists a morphism of 2-fold matrix factorizations

(α, β) : (φd−1,Φd−2) → (φK , ψK) such that

M ∼= cok


φK α

0 Φd−2

 ,

ψK −β

0 φd−1


 (5.2.1)

and a commutative diagram with exact columns and rows

0 0 0

0 GK GK ⊕ Fd−1 Fd−1 0

0 FK FK ⊕ F1 F1 0

0 K M Xd−2 0

0 0 0

φK

u′


φK α

0 Φd−2



v′

Φd−2

u

π

v

πd−2

g

(5.2.2)

where u, u′ are the canonical inclusions and v, v′ are the canonical projections. The matrix
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factorization (5.2.1) gives rise to a d-fold factorization Y ∈ MFdS(f) given by

Y =


1FK

0

0 φ1

 ,

1FK
0

0 φ2

 , . . . ,

1FK
0

0 φd−2

 ,

φK α

0 1Fd−1

 ,

ψK −β

0 φd−1


 .

What is left to show is that Ψd(Y ) ∼= ξ. From the commutative diagram (5.2.2), we obtain

0 GK ⊕ Fd−1 FK ⊕ F1 M 0

0 FK ⊕ Fd−1 FK ⊕ F1 Xd−2 0


φK α

0 1Fd−1




φK α

0 Φd−2


π

g


1FK

0

0 Φd−2



πd−2v

(5.2.3)

which has exact rows and also commutes. As above, let ρ′j : Yj+1 → Yj, 1 ≤ j ≤ d−2, denote

the canonical map induced by the matrix factorization Y ∈ MFdS(f). Given a homomorphism

h : N → N ′, let h̄ denote the induced map h̄ : N/ kerh → N ′. The diagram (5.2.3) induces

a commutative diagram

Yd−1 M

Yd−2 Xd−2

ρ′d−2

π̄

g

πd−2v

with horizontal isomorphisms.
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Similarly, for each 1 ≤ j ≤ d− 3, the commutative diagram

0 FK ⊕ Fj+1 FK ⊕ F1 Xj 0

0 FK ⊕ Fj FK ⊕ F1 Xj−1 0


1FK

0

0 φj




1FK

0

0 Φj


πjv

ρj−1


1FK

0

0 Φj−1



πj−1v

induces isomorphisms πjv : Yj → Xj and πj−1v : Yj−1 → Xj−1 such that ρj−1πjv =

πj−1vρ
′
j−1. Thus, we have an isomorphism in Fd−1(R):

Yd−1 Yd−2 Yd−3 · · · Y2 Y1

M Xd−2 Xd−3 · · · X2 X1.

π

ρ′d−2

πd−2v

ρ′d−3

πd−3v

ρ′d−4 ρ′2

π2v

ρ′1

π1v

g ρd−3 ρd−3 ρ2 ρ1

Proposition 5.2.6. The functor Ψd : MFdS(f) → Fd−1(R) is dense.

Proof. We prove that Ψd is dense by induction on d ≥ 2. As we mentioned in Remark 5.2.3,

the cases d = 2 and d = 3 hold. Assume d > 3 and that Ψd−1 is dense. Let ξ ∈ Fd−1(R),

that is,

ξ =Md−1 Md−2 · · · M2 M1
gd−2 gd−3 g2 g1

for MCM R-modules M1, . . . ,Md−1 and surjective homomorphisms g1, . . . , gd−2. By induc-

tion, there exists a matrix factorization X ∈ MFd−1
S (f) such that Ψd−1(X) is isomorphic to

the sequence of surjections of length d − 2 starting at Md−2. In other words, there exists
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isomorphisms γ1, . . . , γd−2 and a commutative diagram

Md−2 Md−3 · · · M2 M1

Xd−2 Xd−3 · · · X2 X1.

γd−2

gd−3

γd−3

gd−4 g2

γ2

g1

γ1

ρd−3 ρd−4 ρ2 ρ1

This isomorphism in Fd−2(R) extends to an isomorphism in Fd−1(R):

ξ = Md−1 Md−2 Md−3 · · · M2 M1

ξ′ = Md−1 Xd−2 Xd−3 · · · X2 X1.

gd−2

γd−2

gd−3

γd−3

gd−4 g2

γ2

g1

γ1

γd−2gd−2 ρd−3 ρd−4 ρ2 ρ1

Now, we may apply Lemma 5.2.5 to obtain a d-fold matrix factorization Y ∈ MFdS(f)

such that Ψd(Y ) ∼= ξ′ which is in turn isomorphic to ξ.

Proposition 5.2.7. The induced functor Ψd : MFdS(f)/{Pd} → Fd−1(R) is fully faithful.

Proof. Since Ψd(Pd) = 0, there is an induced functor MFdS(f)/{Pd} → Fd−1(R), which

we will also call Ψd. In order to show that Ψd is full, let X,X ′ ∈ MFdS(f) and assume

β = (β1, β2, . . . , βd−1) : Ψd(X) → Ψd(X
′) is a morphism in Fd−1(R). Since F1 is a free

S-module, there exist α1 and αd making the diagram

0 Fd F1 Xd−1 0

0 F ′
d F ′

1 X ′
d−1 0

αd

φ1φ2···φd−1

α1

πd−1

βd−1

φ′
1φ

′
2···φ′

d−1 π′
d−1

commute.
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Next, we claim that βjπj = π′
jα1 for each 1 ≤ j ≤ d−2. To see this, consider the diagram

Xd−1 Xj

F1 F1

X ′
d−1 X ′

j

F ′
1 F ′

1

βd−1

ρj ···ρd−2

βj

α1

πd−1
πj

ρ′j ···ρ′d−2

π′
d−1

π′
j

α1

Since βd−1πd−1 = π′
d−1α1 we can see that each face of this cube commutes except possibly

the right most side face. However, using the commutativity of the other faces, we have that

βjπj = βjρj · · · ρd−2πd−1 = ρ′j · · · ρ′d−2βd−1πd−1 = ρ′j · · · ρ′d−2π
′
d−1α1 = π′

jα1.

It follows that, for each 1 ≤ j ≤ d − 1, there exists a homomorphism αj+1 : Fj+1 → F ′
j+1

such that

0 Fj+1 F1 Xj 0

0 F ′
j+1 F ′

1 X ′
j 0

αj+1

φ1φ2···φj

α1

πj

βj

φ′
1φ

′
2···φ′

j π′
j

commutes.

Finally, we show that (α1, α2, . . . , αd) forms a morphism of matrix factorizationsX → X ′.

To see this, let 1 ≤ k ≤ d− 1 and notice that

φ′
1φ

′
2 · · ·φ′

k−1φ
′
kαk+1 = α1φ1φ2 · · ·φk−1φk = φ′

1φ
′
2 · · ·φ′

k−1αkφk.

Cancelling φ′
1 · · ·φ′

k−1 on the left, we have that φ′
kαk+1 = αkφk. In the same way, it follows

that αdφd = φ′
dα1 and therefore the d-tuple (α1, α2, . . . , αd) forms a morphism X → X ′.

Since Ψd(α) = β by construction, the functor Ψd is full.

Next, we show that Ψd is faithful. Suppose α = (α1, . . . , αd) ∈ HomMFd
S(f)

(X,X ′) such
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that Ψd(α) = 0. Then there exist homomorphisms sj+1 : F1 → F ′
j+1 such that

φ′
1φ

′
2 · · ·φ′

jsj+1 = α1 and sj+1φ1φ2 · · ·φj = αj+1

for each 1 ≤ j ≤ d− 1. In particular, α1 = φ′
1s2 and, for 2 ≤ j ≤ d− 2, we have that

φ′
1φ

′
2 · · ·φ′

j−1sj = α1 = φ′
1φ

′
2 · · ·φ′

jsj+1.

We may cancel φ′
1φ2 · · ·φ′

j−1 on the left to obtain the equation sj = φ′
jsj+1 which holds for

each 2 ≤ j ≤ d− 2. Finally, we have that

φ′
1φ

′
2 · · ·φ′

d−1sd · f = f · α1 = φ′
1φ

′
2 · · ·φ′

d−1φ
′
dα1

which implies that sd · f = φ′
dα1. Hence, we have a commutative diagram

F1 Fd Fd−1 · · · F3 F2 F1

F1 F1 F1 · · · F1 F1 F1

F ′
1 F ′

d F ′
d−1 · · · F ′

3 F ′
2 F ′

1.

φd

Φd−1

φd−1

Φd−2

φd−2 φ3

Φ2

φ2

φ1

φ1

α1

f ·1F1

sd

1F1

sd−1

1F1
1F1

s3

1F1

s2

1F1

α1

φ′
d

φ′
d−1 φ′

d−2 φ′
3 φ′

2 φ′
1

The middle matrix factorization is isomorphic to a direct sum of rankS(F1) copies of Pd.

Thus, α = 0 in MFdS(f)/{Pd} and Ψd is faithful.

Corollary 5.2.8. The equivalence Ψ : MFdS(f)/{Pd} → Fd−1(R) induces an equivalence

between the stable category MFdS(f) = MFdS(f)/{P1, . . . ,Pd}, defined in Chapter 2, and

Fd−1(R) modulo sequences of surjections consisting of only free R-modules.

Let k be an algebraically closed field of characteristic zero and let d,m ≥ 2 be integers.

Theorem 5.2.2 combined with Corollary 4.4.2 imply that the category Fd−1(kJyK/(ym)) has
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finite representation type if and only if (d,m) ∈ {(2,m), (3, 3), (3, 4), (3, 5), (4, 3), (5, 3)}.

This is a known result of Simson [Sim07, Theorem 3.5]. In this sense, Corollary 4.4.2 is

an extension of Simson’s results to the case of a hypersurface ring of higher dimension.

Furthermore, we can give a slightly more general result, analogous to Corollary 4.4.2 in the

context of this chapter.

Proposition 5.2.9. Let (R,m, k) be a complete Gorenstein local ring containing k, an al-

gebraically closed field of characteristic zero. Assume there are, up to isomorphism, only

finitely many indecomposable objects in Fn(R) for some n ≥ 2. Then R is isomorphic to a

complete Ak singularity for k = 1, 2, 3, or 4. That is,

R ∼= kJy, x2, . . . , xrK/(yk+1 + x22 + · · ·+ x2r)

for k = 1, 2, 3, or 4.

Proof. Let M ∈ MCM(R) and let ξM =
(
M −→ 0 −→ · · · −→ 0 −→ 0

)
∈ Fn(R). Then there is

an isomorphism of rings:

EndFn(R)(ξM) ∼= EndR(M).

Since R is complete, the moduleM is indecomposable if and only if EndR(M) is a local ring.

Thus, if M is indecomposable, then EndFn(R)(ξM) is local which implies that ξM is indecom-

posable as well. In other words, there are at least as many non-isomorphic indecomposable

objects in Fn(R) as there are in MCM(R).

Now, assume there are only finitely many indecomposable objects in Fn(R) up to iso-

morphism. Then R has finite CM type by the above observation. It follows from [LW12,

Theorem 9.16] that R is isomorphic to a complete ADE hypersurface singularity. By The-

orem 5.2.2 and Corollary 4.4.2 the only hypersurface rings with the property that Fn(R)

has finite type for some n ≥ 2 are the ones isomorphic to an A1, A2, A3, or A4 hypersurface

singularity.
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To end this section, we use Theorem 5.2.2 to elaborate on Example 4.4.4.

Example 5.2.10. Let k be an algebraically closed field of characteristic 0. Let S = kJyK,

f = y4 ∈ S, and R = S/(f). In Example 4.4.4, we computed the complete set of 21

isomorphism classes of indecomposable 3-fold matrix factorizations of f = y4. Each of

these factorizations corresponds to an indecomposable object in F2(R) (except P3 which

corresponds to zero). Furthermore, Theorem 5.2.2 implies that Table 5.1 below contains a

complete set of isomorphism classes of indecomposable objects in F2(R). We use the same

notation as Example 4.4.4.

Table 5.1: Indecomposable objects in F2(R)

X Ψ3(X) Ψ3(TX) Ψ3(T
2X)

P1 R
1−→ R R → 0 0 −→ 0

Xφ1 R −→ R/(y3) R/(y)
1−→ R/(y) R/(y3) → 0

Xψ1 R/(y3)
1−→ R/(y3) R/(y) −→ 0 R −→ R/(y)

Xφ2 R −→ R/(y2) R/(y2)
1−→ R/(y2) R/(y2) −→ 0

Xβ R/(y3) −→ R/(y2) R/(y2) −→ R/(y) R/(y3) −→ R/(y)

Xα R⊕R/(y) −→ R/(y2) R⊕R/(y2) −→ R/(y3) R⊕R/(y) −→ R/(y3)

Xξ R/(y2)⊕R −→ R/(y)⊕R/(y3) R/(y3)⊕R/(y) −→ R/(y2) R⊕R/(y2) −→ R/(y2)

It is not hard to compute the surjections depicted above; with the exception of the sur-

jections induced by Xξ, they are the obvious maps. The maps induced by Xξ = (φ1, φ2, φ3)

∈ MF3
S(y

4) and its shifts are also easy to compute. For instance, Ψ3(Xξ) can be computed

by the diagram below with exact rows:
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0 S2 S2 R/(y2)⊕R 0

0 S2 S2 cok(φ1φ2) 0

0 S2 S2 R/(y)⊕R/(y3) 0.


0 1

1 0




y2 0

0 y4



1 0

y 1



0 y

y 1




0 y2

y4 y3




y 0

0 y3



Thus, the map R/(y2)⊕R → R/(y)⊕R/(y3) is given by (a, b) 7→ (a, ya+ b) where a, b ∈ R

and (−) indicates the image of a or b in the appropriate quotient.
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6 | Tensor Products of Matrix Factor-

izations

Let k be a field. In [Yos98], Yoshino introduces a construction which he refers to as the tensor

product of matrix factorizations. Namely, given a (2-fold) matrix factorization X = (φ :

G→ F, ψ : F → G) of an element f ∈ S1 = kJx1, . . . , xrK and another (2-fold) factorization

Y = (φ′ : G′ → F ′, ψ′ : F ′ → G′) of g ∈ S2 = kJy1, . . . , ysK, the tensor product X⊗̂Y is a

matrix factorization of f + g ∈ S = kJx1, . . . , xr, y1, . . . , ysK given by the formula

X⊗̂Y :=


 φ⊗ 1G′ 1G ⊗ φ′

−1F ⊗ ψ′ ψ ⊗ 1F ′

 ,

ψ ⊗ 1G′ −1F ⊗ φ′

1G ⊗ ψ′ φ⊗ 1F ′


 ∈ MF2

S(f + g).

This construction is a generalization of the functors introduced by Knörrer to study the

relationship between a hypersurface and its double branched cover (see [Knö87, Section 2]).

In this chapter we build upon the work of Knörrer [Knö87] and Yoshino [Yos98] by

defining a tensor product of matrix factorizations with d factors. To do so, we will use a

construction given by Bläser-Eisenbud-Schreyer [BES17, Proposition 2.1]. We also study

basic properties of the construction and provide some criteria for when it preserves indecom-

posability.

6.1 Definition

Throughout this chapter we will use the following notation.

Notation 6.1.1. Let k be a field and fix an integer d ≥ 2. Let S1 = kJxK = kJx1, x2, . . . , xrK,
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S2 = kJyK = kJy1, y2, . . . , ysK, and S = kJx, yK = kJx1, x2, . . . , xr, y1, y2, . . . , ysK. Fix non-

zero non-invertible elements f ∈ S1 and g ∈ S2. Let X = (φ1 : F2 → F1, φ2 : F3 →

F2, . . . , φd : F1 → Fd) ∈ MFdS1
(f) be of size n and Y = (ψ1 : G2 → G1, ψ2 : G3 →

G2, . . . , ψd : G1 → Gd) ∈ MFdS2
(g) be of size m. Assume z1, z2, . . . , zd are elements of k such

that
∏d

j=1(z − zj) = zd − a where a = 1 if d is odd and a = −1 if d is even.

For a homomorphism of S-modules g : M → N and finite direct sum decompositions,

M =
⊕

jMj and N =
⊕

iNi, we let g(i, j) : Mj → Ni denote the ij component of g with

respect to the given direct sum decompositions.

Definition 6.1.2. For each k ∈ Zd, use the same symbols φk : Fk+1 → Fk, respectively

ψk : Gk+1 → Gk, to denote the induced homomorphisms φk ⊗ 1S : Fk+1 ⊗S1 S → Fk ⊗S1 S,

respectively ψk ⊗ 1S : Gk+1 ⊗S2 S → Gk ⊗S2 S. The amounts to considering φi and ψj as

matrices over S after picking bases. For each k ∈ Zd, let Fk =
⊕d

j=1(Fk+j−1⊗SG2−j) which is

a free S-module of rank dnm. Then, for k ∈ Zd, we define a homomorphism Φk : Fk+1 → Fk

Φk :=



φk ⊗ 1G1 0 0 0 . . . zk1Fk
⊗ ψ1

zk1Fk+1
⊗ ψd φk+1 ⊗ 1Gd

0 0 . . . 0

0 zk1Fk+2
⊗ ψd−1 φk+2 ⊗ 1Gd−1

0 . . . 0

...
...

. . . . . .
...

0 0 0
. . . . . . 0

0 0 0 zk1Fk−1
⊗ ψ2 φk−1 ⊗ 1G2


.

Let X⊗̂Y := (Φ1,Φ2, . . . ,Φd) be the tensor product of X and Y with respect to z1, z2, . . . , zd.

Proposition 6.1.3. For any X ∈ MFdS1
(f) of size n and Y ∈ MFdS2

(g) of size m, the tensor

product X⊗̂Y is a matrix factorization of f + g of size dnm.

Proof. Since X is of size n we may assume φi : F → F , i ∈ Zd, where F = Sn1 . Similarly,

since Y is of size m, we assume ψj : G → G, j ∈ Zd, where G = Sm2 . Let X⊗̂Y = (Φ1 :

(F ⊗SG)
d → (F ⊗SG)

d, . . . ,Φd : (F ⊗SG)
d → (F ⊗SG)

d) as in 6.1.2. We set Ai = φi⊗S 1G
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and Bj = 1F ⊗ ψ1−j for i, j ∈ Zd and apply [BES17, Proposition 2.2] to see that

Φ1Φ2 · · ·Φd =
(
A1 · · ·Ad + (−1)d+1aBd · · ·B1

)
· 1(F⊗SG)d

=
(
f(1F ⊗ 1G) + (−1)d+1ag(1F ⊗ 1G)

)
· 1(F⊗SG)d .

The statement and proof of [BES17, Proposition 2.2] is given in the case a = 1 but the proof

works equally well for a = −1. By assumption, if d is odd, then a = 1 and (−1)d+1a = 1.

If d is even, then a = −1 and (−1)d+1a = 1. In either case we get that Φ1 · · ·Φd =

(f + g) · 1(F⊗SG)d , that is, (Φ1, . . . ,Φd) ∈ MFdS(f + g) as desired. Since F ⊗S G is of rank

nm, the matrix factorization X⊗̂Y is of size dnm.

Lemma 6.1.4. For Y ∈ MFdS2
(g), the tensor product (−)⊗̂Y defines a functor MFdS1

(f) →

MFdS(f+g). Similarly, for X ∈ MFdS1
(f), X⊗̂(−) defines a functor MFdS2

(g) → MFdS(f+g).

Proof. If α : X → X ′ is a morphism in MFdS1
(f), where X ′ = (φ′

2 : F
′
2 → F ′

1, . . . , φ
′
d : F

′
1 →

F ′
d), then for Y ∈ MFdS2

(g) we define α⊗̂1Y in the following way: For each k ∈ Zd, let

(α⊗̂1Y )k =



αk ⊗ 1G1 0 · · · 0

0 αk+1 ⊗ 1Gd
0

...
. . .

...

0 · · · αk−1 ⊗ 1G2


: Fk → F ′

k,

where Fk is as in (6.1.2) and F ′
k =

⊕d
j=1(F

′
k+j−1 ⊗S G2−j). Then

α⊗̂1Y = ((α⊗̂1Y )1, . . . , (α⊗̂1Y )d) : X⊗̂Y → X ′⊗̂Y

forms a morphism of matrix factorizations in MFdS(f + g).

Similarly, if β : Y → Y ′ is a morphism in MFdS2
(g) and X ∈ MFdS1

(f), then we define
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1X⊗̂β by setting

(1X⊗̂β)k =



1Fk+1
⊗ β1 0 · · · 0

0 1Fk+2
⊗ βd

...

...
. . .

...

0 · · · 1Fk
⊗ β2


: Fk → F ′′

k ,

for each k ∈ Zd. Here F ′′
k =

⊕d
j=1(Fk+j−1 ⊗S G

′
2−j). Then

1X⊗̂β = ((1X⊗̂β)1, . . . , (1X⊗̂β)d) : X⊗̂Y → X⊗̂Y ′

forms a morphism of matrix factorizations in MFdS(f + g).

Remark 6.1.5. If d = 2, then the functors (−)⊗̂Y and X⊗̂(−) are naturally isomorphic to

the functors defined by Yoshino. In particular, these functors are a further generalization of

the original functors defined by Knörrer (see [Yos98, Remark 1.3]).

Example 6.1.6. Consider the polynomial f = xyz + uvw ∈ S = kJx, y, z, u, v, wK. Assume

there exists a primitive 3rd root of unity ξ ∈ k. Then we have a matrix factorization

(x, y, z)⊗̂(u, v, w) =



x 0 u

w y 0

0 v z

 ,


y 0 ξu

ξw z 0

0 ξv x

 ,


z 0 ξ2u

ξ2w x 0

0 ξ2v y


 ∈ MF3

S(f).

Here, the tensor product is with respect to the ordering {1, ξ, ξ2}. It will follow from Theorem

6.3.6 that this matrix factorization is indecomposable.
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In the remaining sections, we will utilize the permutation matrix

C =



0 0 . . . 0 1

1 0 . . . 0 0

0 1 . . . 0 0

...
...

. . .
...

...

0 0 · · · 1 0


to cyclically permute the columns and rows of matrices. It will be convenient to abuse

notation and multiply by C on both the left and right of d× d block matrices as well as use

C to indicate the permutation of a given direct sum decomposition. More precisely, given a

direct sum of modules H = H1 ⊕H2 ⊕ · · · ⊕Hd we let C : H → CH be the homomorphism

(h1, h2, . . . , hd) 7→ (hd, h1, . . . , hd−1), for hi ∈ Hi, where CH = Hd ⊕ H1 ⊕ · · · ⊕ Hd−1.

Furthermore, for any k ∈ Zd, we have Ck : H → CkH where CkH =
⊕d

j=1Hj−k.

Let h : H → H ′ be a homomorphism where H =
⊕d

j=1Hj and H ′ =
⊕d

i=1H
′
i. We

conjugate h by C in the following sense: For k ∈ Zd, we have the composition

C−kH
Ck

−→ H
h−→ H ′ C−k

−−→ C−kH ′.

The ij component of this composition, with respect to the specified direct sum decomposi-

tions, is the (i+ k)(j + k) component of the homomorphism h. That is,

C−khCk(i, j) = h(i+ k, j + k) : Hj+k → H ′
i+k.

The main convenience of this notation comes in describing X⊗̂Y : Let X and Y be as

above. For k ∈ Zd, let

Ak =
d⊕
j=1

(φk+j−1 ⊗ 1G2−j
) : Fk+1 → Fk
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and

Bk =
d⊕
j=1

(1Fk+j
⊗ ψ1−j) : Fk+1 → C−1Fk.

Then Φk = Ak + zkCBk so that

X⊗̂Y = (A1 + z1CB1, A2 + z2CB2, . . . , Ad + zdCBd) . (6.1.1)

6.2 Basic properties

Before proceeding we record some functorial properties of (−)⊗̂(−) which we will use below.

The first lemma, which follows by performing straightforward row and column operations,

shows that (−)⊗̂(−) is additive in both components.

Lemma 6.2.1. Let X,X ′ ∈ MFdS1
(f) and Y ∈ MFdS2

(g). There is an isomorphism (X ⊕

X ′)⊗̂Y ∼= (X⊗̂Y )⊕ (X ′⊗̂Y ). Similarly, for Y, Y ′ ∈ MFdS2
(f) and X ∈ MFdS1

(f), there is an

isomorphism X⊗̂(Y ⊕ Y ′) ∼= (X⊗̂Y )⊕ (X⊕̂Y ′).

Lemma 6.2.2. For any i ∈ Zd, there is an isomorphism T iX⊗̂T−iY ∼= X⊗̂Y

Proof. Let X = (φ1 : F → F, . . . , φd : F → F ) ∈ MFdS1
(f), where F = Sn1 , and Y =

(ψ1 : G → G, . . . , ψd : G → G) ∈ MFdS2
(g), where G = Sm2 . Let A be the block diagonal

matrix with (φ1 ⊗ 1G, φ2 ⊗ 1G, . . . , φd ⊗ 1G) down the diagonal. Similarly let B be the

block diagonal matrix with (1F ⊗ ψd, 1F ⊗ ψd−1, . . . , 1F ⊗ ψ1) down the diagonal. Since

C−kACk(i, i) = A(i+ k, i+ k) for each i, k ∈ Zd, we have that Ak = C−k+1ACk−1. In other

words, conjugation by C cyclically permutes the diagonal blocks of A. Using (6.1.1), we

have

X⊗̂Y = (A+ z1CB,C
−1AC + z2CB,C

−2AC2 + z3CB, . . . , C
1−dACd−1 + zdCB).

Let i, k ∈ Zd. Then T iX = (φi+1, φi+2, . . . , φi−1, φi) and T
−iY = (ψ1−i, ψ2−i, . . . , ψ−1−i, ψ−i).
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In particular, T iX⊗̂T−iY = (Φ′
1,Φ

′
2, . . . ,Φ

′
d), where

Φ′
k =



φi+k ⊗ 1G 0 0 0 . . . zk1F ⊗ ψ1−i

zk1F ⊗ ψ−i φi+k+1 ⊗ 1G 0 0 . . . 0

0 zk1F ⊗ ψ−1−i φi+k+2 ⊗ 1G 0 . . . 0

...
...

. . . . . .
...

0 0 0
. . . . . . 0

0 0 0 zk1F ⊗ ψ2−i φi+k−1 ⊗ 1G2−i


.

Again, since conjugation by C cyclically permutes the diagonal blocks, we have that

Φ′
k = C−i(C−k+1ACk−1)Ci + zkC(C

−iBCi)

= C−i−k+1ACi+k−1 + zkC
1−iBCi.

Furthermore, notice that

C−i(C−k+1ACk−1 + zkCB) = C−i−k+1ACk−1 + zkC
1−iB

= (C−i−k+1ACi+k−1 + zkC
1−iBCi)C−i.

This implies that we have a commutative diagram with vertical isomorphisms:

(F ⊗G)d (F ⊗G)d · · · (F ⊗G)d (F ⊗G)d

(F ⊗G)d (F ⊗G)d · · · (F ⊗G)d (F ⊗G)d.

Φd

C−i C−i

Φd−1 Φ2

C−i

Φ1

C−i

Φ′
d

Φ′
d−1 Φ′

2 Φ′
1

Hence, X⊗̂Y ∼= T iX⊗̂T−iY as desired.

Definition 6.2.3. If (Ψ1 : H2 → H1, . . . ,Ψd : H1 → Hd) ∈ MFdS(f + g), then the d-tuple

of homomorphisms
(
Ψ1 ⊗S 1S/(y), . . . ,Ψd ⊗S 1S/(y)

)
forms a matrix factorization of f , where

now the k-th map is a S/(y) ∼= S1-homomorphism Hk+1 ⊗S S/(y) → Hk ⊗ S/(y). Similarly,

for a morphism (α1, . . . , αd) ∈ MFdS(f + g), the tuple (α1 ⊗S 1S/(y), . . . , αd⊗S 1S/(y)) forms a

morphism in MFdS1
(f). Thus, we have defined a functor MFdS(f + g) → MFdS1

(f). Following
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[Yos98], we call this functor reduction to S1
∼= S/(y) and denote it (−)y. In the same way,

we define the functor reduction to S2
∼= S/(x): (−)x : MFdS(f + g) → MFdS2

(g).

Lemma 6.2.4.

(i) Suppose Y ∈ MFdS2
(g) is reduced and of size m. Then there is an isomorphism

(X⊗̂Y )y ∼= Xm ⊕ (TX)m ⊕ (T 2X)m ⊕ · · · ⊕ (T d−1X)m.

(ii) Suppose X ∈ MFdS1
(f) is reduced and of size n. Then there is an isomorphism

(X⊗̂Y )x ∼= (Y )n ⊕ (T d−1Y )n ⊕ (T d−2Y )n ⊕ · · · ⊕ (TY )n.

Proof. We prove only (ii) since (i) follows directly from 6.1.2. Using the notation of (6.1.1),

we have that X⊗̂Y = (Φ1,Φ2, . . . ,Φd) where Φk = Ak + zkCBk for each k ∈ Zd. We have a

commutative diagram of S-modules where each vertical map is an isomorphism:

F1 Fd · · · F3 F2 F1

F1 Cd−1Fd · · · C2F3 CF2 F1.

1F1

zdCBd zd−1CBd−1

z1···zd−1C
d−1

z3CB3

z1z2C2

z2CB2 z1CB1

z1C 1F1

Bd C−1Bd−1C C3B3C−3 C2B2C−2 CB1C−1

We claim that, after reduction to S/(x), this diagram will give us the desired isomorphism

of matrix factorizations.

Since X is reduced, φk ⊗ 1S/(x) = 0 for all k ∈ Zd and therefore Ak ⊗ 1S/(x) = 0, also for

each k ∈ Zd. Therefore,

(X⊗̂Y )x = (z1CB1 ⊗ 1S/(x), z2CB2 ⊗ 1S/(x), . . . , zdCBd ⊗ 1S/(x)).

Since the free S-modules F1, . . . , Fd are of rank n, we identify (1Fi
⊗ψj)⊗ 1S/(x) with ψ

n
j ,

the direct sum of n copies of ψj, for all i, j ∈ Zd. For each k ∈ Zd, consider the conjugate

115



CkBkC
−k of Bk. Since Bk =

⊕d
j=1(1Fj+k

⊗ ψ1−j), we have that

(CkBkC
−k)x := CkBkC

−k ⊗ 1S/(x) =
d⊕
j=1

ψn1−j+k.

Therefore,

((CB1C
−1)x, (C

2B2C
−2)x, . . . , (Bd)x) =

(
d⊕
j=1

ψn2−j,
d⊕
j=1

ψn3−j, . . . ,
d⊕
j=1

ψn1−j

)

=
d⊕
j=1

(ψn2−j, ψ
n
3−j, . . . , ψ

n
1−j)

=
d⊕
j=1

(T 1−jY )n.

Thus, tensoring the original diagram with S/(x) induces an isomorphism of matrix factor-

izations (X⊗̂Y )x ∼=
⊕d

j=1(T
1−jY )n as desired.

Recall that f has finite d-MF type if the category MFdS(f) has only finitely many non-

isomorphic indecomposable objects. From Lemma 6.2.4, we have a generalization of one

direction of Theorem 4.3.7.

Proposition 6.2.5. Suppose g ∈ S2 is a monomial of degree at least d. Then, for any

X ∈ MFdS1
(f), there exists Z ∈ MFdS(f + g) such that X is isomorphic to a direct summand

of Zy. In particular, if f + g has finite d-MF type, then so does f .

Proof. Since g is a monomial in y1, . . . , ys of degree at least d, there exists a reduced matrix

factorization Y ∈ MFdS2
(g) of size 1. For any X ∈ MFdS1

(f), Lemma 6.2.4(i) implies that X

is isomorphic to a direct summand of (X⊗̂Y )y. Proceding as in the proof of Theorem 4.3.7,

the result follows.
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6.2.1 Morphisms between tensor products

In the next section we will investigate the number of indecomposable summands of X⊗̂Y .

To do so, we will work directly with idempotents in the endomorphism ring of X⊗̂Y . Here,

we introduce the notation needed to keep track of morphisms between tensor products of

matrix factorizations and we show how the functors (−)x and (−)y interact with morphisms

of this form.

Let X and Y be as in (6.1.1), X ′ = (φ′
1 : F ′

2 → F ′
1, . . . , φ

′
d : F ′

1 → F ′
d) ∈ MFdS1

(f), and

Y ′ = (ψ′
1 : G

′
2 → G′

1, . . . , ψ
′
d : G

′
1 → G′

d) ∈ MFdS2
(g).

Lemma 6.2.6. Assume Y is reduced of size m and let α = (α1, α2, . . . , αd) : X⊗̂Y → X ′⊗̂Y

be a morphism in MFdS(f + g). Set X ′⊗̂Y = (Φ′
1 : F ′

2 → F ′
1, . . . ,Φ

′
d : F ′

1 → F ′
d), where

F ′
k =

⊕d
j=1(F

′
k+j−1 ⊗G2−j), k ∈ Zd. For each k ∈ Zd, αk = (αk(i, j))i,j∈Zd

: Fk → F ′
k where

αk(i, j) : Fk+j−1 ⊗S G2−j → F ′
k+i−1 ⊗S G2−i is a homomorphism of free S-modules. Then,

after reduction to S/(y), we have a morphism

αy :
d⊕
q=1

(
T q−1X

)m →
d⊕
p=1

(
T p−1X ′)m ,

and the pq component of αy with respect to this direct sum decomposition is the morphism

(α1(p, q), α2(p, q), . . . , αd(p, q))y : (T
q−1X)m → (T p−1X ′)m.

Proof. By Lemma 6.2.4(i), we have that (X⊗̂Y )y =
(⊕d

j=1 φ
m
j ,
⊕d

j=1 φ
m
j+1, . . . ,

⊕d
j=1 φ

m
j−1

)
and (X ′⊗̂Y )y =

(⊕d
j=1(φ

′
j)
m,
⊕d

j=1(φ
′
j+1)

m, . . . ,
⊕d

j=1(φ
′
j−1)

m
)
. Since (αk)y(i, j) = (αk(i, j))y :

(Fk+j−1 ⊗S G2−j)y → (F ′
k+i−1 ⊗S G2−j)y for each i, j, k ∈ Zd, the morphism αy : (X⊗̂Y )y →

(X ′⊗̂Y )y forces that αk(i, j)yφ
m
j+k−1 = (φ′

i+k−1)
mαk+1(i, j)y. Hence, we have a morphism

(α1(i, j)y, α2(i, j)y, . . . , αd(i, j)y) for all i, j, k ∈ Zd.
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The pq component of αy is given by the composition

(T q−1X)m ↪→
d⊕
q=1

(
T q−1X

)m αy−→
d⊕
p=1

(
T p−1X ′)m ↠ (T p−1X ′)m

where the left most map is the natural inclusion and the right most map is the natural

projection. It follows that αy(p, q) = (α1(p, q)y, α2(p, q)y, . . . , αd(p, q)y).

The tensor product X⊗̂Y puts the matrix factorization Y on the sub-diagonal (mod d) of

the block matrices Φk. For this reason, reduction mod x of a morphism β : X⊗̂Y → X⊗̂Y ′

causes a “mixing” of the components of β. This is in contrast with Lemma 6.2.4(i) where

we saw that reduction mod y is “diagonal”. We make this observation precise in the next

lemma.

Lemma 6.2.7. Assume X is reduced of size n and let β = (β1, β2, . . . , βd) : X⊗̂Y → X⊗̂Y ′

be a morphism in MFdS(f + g). Set X⊗̂Y ′ : (Φ′
1 : F ′

2 → F ′
1, . . . ,Φ

′
d : F ′

1 → F ′
d), where

F ′
k =

⊕d
j=1(Fk+j−1 ⊗G′

2−j), k ∈ Zd. For each k ∈ Zd, βk = (βk(i, j))i,j∈Zd
: Fk → F ′

k, where

βk(i, j) : Fk+j−1 ⊗S G2−j → Fk+i−1 ⊗S G
′
2−i is a homomorphism of free S-modules. Then,

after reduction to S/(x), we have a morphism

β̃x :
d⊕
q=1

(
T 1−qY

)n →
d⊕
p=1

(
T 1−pY ′)n ,

induced by βx, and the pq component of β̃x with respect to this direct sum decomposition is

the morphism

(β1(p, q), β2(p− 1, q − 1), . . . , βd(p+ 1, q + 1))x : (T
1−qY )n → (T 1−pY ′)n.

Proof. By Lemma 6.2.4(ii), there are isomorphisms ξ1 : (X⊗̂Y )x →
⊕d

p=1(T
1−pY )n and

ξ2 : (X⊗̂Y ′)x →
⊕d

q=1(T
1−qY ′)n. In particular, ξ1 = (1F1 , z1C, z1z2C

2, . . . , z1 · · · zd−1C
d−1)
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and ξ2 = (1F ′
1
, z1C, z1z2C

2, . . . , z1 · · · zd−1C
d−1). Set β̃x = ξ2βxξ

−1
1 . Then we have that

β̃x =
(
(β1)x, C(β2)xC

−1, C2(β3)xC
−2, . . . , Cd−1(βd)xC

−d+1
)

since ξ−1
1 = (1F1 , z

−1
1 C−1, . . . , (z1 · · · zd)−1C−d+1).

Finally, the pq component of β̃x :
⊕d

q=1 (T
1−qY )

n →
⊕d

p=1 (T
1−pY ′)

n
with respect to the

given direct sum decomposition is

β̃x(p, q) =
(
(β1)x(p, q), C(β2)xC

−1(p, q), . . . , Cd−1(βd)xC
−d+1(p, q)

)
= ((β1)x(p, q), (β2)x(p− 1, q − 1), . . . , (βd)x(p+ 1, q + 1))

= (β(p, q)x, β2(p− 1, q − 1)x, . . . , βd(p+ 1, q + 1)x) .

6.3 Decomposability of tensor products

In this section, we investigate the number of indecomposable summands of X⊗̂Y . Many

of the results we present are extensions of ones found in [Yos98, §3]. In particular, we will

consider the tensor product X⊗̂Y in the extremal cases with respect to the order of X and

Y . In other words, we will consider the case when X ∼= TX and Y ∼= TY (Proposition 4.5.4)

and the case when both X and Y have order d (Theorem 6.3.6).

We continue using the notations 6.1.1. Our first result utilizes the following polynomial

identity:

Lemma 6.3.1. Let A and B be commuting variables and assume ω ∈ k is a primitive d-th

root of 1. Then

(A+B)(A+ ωB)(A+ ω2B) · · · (A+ ωd−1B) = Ad + (−1)d+1Bd.
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6.3.1 The case of order one

Proposition 6.3.2. Assume k is an algebraically closed field with chark not dividing d, let

ω ∈ k be a primitive d-th root of 1, and let µ ∈ k be a d-th root of −1. Suppose X ∼= TX

and Y ∼= TY . Then there exists Z ∈ MFdS(f + g) such that

X⊗̂Y ∼=
⊕
j∈Zd

T j(Z)

where the tensor product is taken with respect to z1, z2, . . . , zd where

zk =


ωk−1 if d is odd

µωk−1 if d is even

.

Proof. By Proposition 4.5.2, we may assume X = (φ, φ, . . . , φ) ∈ MFdS1
(f) for some φ : F →

F such that φd = f · 1F and Y = (ψ, ψ, . . . , ψ) ∈ MFdS2
(g) for some ψ : G → G such that

ψd = g · 1G. If d is odd, set B = 1F ⊗S ψ while if d is even, set B = µ(1F ⊗S ψ). In either

case, take A = φ ⊗S 1G. Since AB = BA, Ad = f · 1F⊗G, and (−1)d+1Bd = g · 1F⊗G, we

obtain a matrix factorization

Z = (A+B,A+ ωB,A+ ω2B, . . . , A+ ωd−1B) ∈ MFdS(f + g)

from Lemma 6.3.1.

To finish the proof, we show that X⊗̂Y ∼=
⊕

j∈Zd
T j(Z). Set H = F ⊗S G and define
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endomorphisms of Hd: Ã = diag(A,A, . . . , A), B̃ = diag(B,B, . . . , B),

C =



0 0 0 · · · 0 1H

1H 0 0 · · · 0 0

0 1H 0 · · · 0 0

...
...

...
. . .

...
...

0 0 0 · · · 1H 0


, and D =



1H 0 · · · 0

0 ω1H · · · 0

...
...

. . .
...

0 0 · · · ωd−11H


.

Then
d−1⊕
j=0

T j(Z) =
(
Ã+DB̃, Ã+ ωDB̃, . . . , Ã+ ωd−1DB̃

)
and, using (6.1.1),

X⊗̂Y =
(
Ã+ CB̃, Ã+ ωCB̃, . . . , Ã+ ωd−1CB̃

)
.

Next we construct an isomorphism X⊗̂Y →
⊕d−1

j=0 T
j(Z). Let α =

∑
i∈Zd

DiC−i. For

any k ∈ Zd, we have that

α(Ã+ ωk−1CB̃) =

(∑
i∈Zd

DiC−i

)(
Ã+ ωk−1CB̃

)
=
∑
i∈Zd

ÃDiC−i + ωk−1B̃DiC1−i

since powers of C and D commute with both Ã and B̃. On the other hand,

(
Ã+ ωk−1DB̃

)
α =

∑
i∈Zd

ÃDiC−i + ωk−1B̃Di+1C−i.

Since
∑

i∈Zd
DiC1−i =

∑
i∈Zd

Di+1C−i, it follows that the d-tuple (α, α, . . . , α) forms a mor-

phism of matrix factorizations. Furthermore, α is an isomorphism with inverse 1
d

∑
i∈Zd

C−iDi.

Hence, X⊗̂Y ∼=
⊕

j∈Zd
T j(Z) as desired.

121



We have a corollary to Proposition 6.3.2 in the setting of Section 4.1. In particular, we

assume k, ω, and µ are as in Proposition 6.3.2 and let f ∈ S = kJx1, x2, . . . , xrK. Consider

the functor

Z⊗̂(−) : MFdS(f) → MFdSJzK(f + zd)

where Z = (z, z, . . . , z) ∈ MFdkJzK(z
d) and ⊗̂ is taken with respect to z1, z2, . . . , zd where

zk =


ωk−1 if d is odd

µωk−1 if d is even

.

For a matrix factorization X = (φ1, φ2, . . . , φd) ∈ MFdS(f) and j ∈ Zd, let cokj(X) =

cokφj. Notice that if Y ∈ MFdSJzK(f + zd), then cokj(Y ) is an MCM R♯ = SJzK/(f + zd)-

module for all j ∈ Zd.

Corollary 6.3.3. For any N ∈ MCM(R♯) and k ∈ Zd, there is an isomorphism of R♯-

modules cokk
(
Z⊗̂N ♭

) ∼= N ♭♯.

Proof. Let φ : N → N be the S-linear map representing multiplication by z on N . By

(4.1.4) we may choose

N ♭ =


(−φ,−φ, . . . ,−φ) if d is odd

(µd−1φ, µd−1φ, . . . , µd−1φ) if d is even.

Since TZ ∼= Z and TN ♭ ∼= N ♭, Theorem 6.3.2 implies that there exists Z0 ∈ MFdSJzK(f + zd)

such that Z⊗̂N ♭ ∼=
⊕

j∈Zd
T j(Z0). Namely, from the proof of (6.3.2), we have that

Z0 = (z1N − φ, z1N − ωφ, . . . , z1N − ωd−1φ)

where here we are identifying SJzK⊗SJzKN with N and 1SJzK ⊗SJzK φ with φ. Using the same

idea as in [Yos90, Lemma 12.2], cok(z1N − ωkφ) is a free S-module for which multiplication
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by z is given by ωkφ. Equivalently, cok(z1N − ωkφ) is an MCM R♯-module isomorphic to

(σk)∗N . Hence, cokk(Z⊗̂N ♭) ∼=
⊕

j∈Zd
(σj)∗N which is isomorphic to N ♭♯ by Proposition

4.3.5.

6.3.2 Decomposability of reduced matrix factorizations

For the rest of this chapter, we restrict our attention to reduced matrix factorizations and

investigate the decomposability of X⊗̂Y in this case.

Notation 6.3.4. In addition to (6.1.1), we assume X and Y are indecomposable reduced

matrix factorizations of f and g respectively. We denote the number of indecomposable sum-

mands (counted with multiplicity) in the direct sum decomposition of X⊗̂Y by #(X⊗̂Y ).

Set r = gcd(m,n), where m is the size of X and n is the size of Y .

Theorem 6.3.5. The tensor product X⊗̂Y has at most dr indecomposable summands.

Proof. Let Z ∈ MFdS(f + g) be a summand of X⊗̂Y . By Lemma 6.2.4(i), Zy is a summand

of
⊕d

j=1(T
j−1X)m. Since T j−1X is indecomposable for each j ∈ Zd, the KRS property of

MFdS1
(f) implies that Zy ∼=

⊕d
j=1(T

j−1X)rj for some integers 0 ≤ rj ≤ m. Hence, the

size of Zy, which is the same as the size of Z, is (r1 + · · · + rd)n. Similarly, reduction to

S1 = S/(x) gives us that the size of Z is (s1+ · · ·+sd)m for some integers 0 ≤ sj ≤ n. Thus,

(r1 + · · · + rd)n = (s1 + · · · + sd)m which must be at least lcm(n,m) = nm/r. Since X⊗̂Y

is of size dnm and we have just shown that any summand must be of size at least nm/r, it

follows that X⊗̂Y can have at most dr indecomposable summands.

Theorem 6.3.6. Suppose X ̸∼= T iX and Y ̸∼= T jY for all i, j ̸= 0 ∈ Zd. Then #(X⊗̂Y ) ≤ r.

The proof of Theorem 6.3.6 will require some preparation. First we recall the definition

and some basic properties of the radical of an additive category. Let C be a Krull-Schmidt

category, that is, an additive category such that every object decomposes into a finite sum

of objects which have local endomorphism rings. We refer the reader to [Kra14] for details.
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For objects X, Y ∈ C, let

radC(X, Y ) = {h ∈ HomC(X, Y ) : 1X − gh is invertible for all g ∈ HomC(Y,X)} .

In particular, the Jacobson radical of EndC(X) coincides with radC(X,X). We recall two

useful facts about radC. Note that, while working with objects in the abstract category C,

our indices are not taken modulo d.

Lemma 6.3.7. Let X and Y be objects in C.

(i) Suppose X = Xn1
1 ⊕ · · · ⊕ Xnt

t and Y = Y m1
1 ⊕ · · · ⊕ Y ms

s for indecomposable objects

Xi, Yj, and positive integers ni,mj, for 1 ≤ i ≤ t, 1 ≤ j ≤ s. Then rad(X, Y ) ∼=⊕
i,j rad(X

ni
i , Y

mj

j ) for each pair i, j.

(ii) Suppose that X and Y are indecomposable objects such that X ̸∼= Y . Then rad(Xn, Y m) =

Hom(Xn, Y m) for any n,m ≥ 1.

Lemma 6.3.8. Let X1, . . . , Xm be indecomposable objects in C and X = Xn1
1 ⊕· · ·⊕Xnm

m for

positive integers n1, . . . , nm. Let e = (e(i, j))i,j be an idempotent in End(X), where e(i, j) :

X
nj

j → Xni
i . If e(i, k)e(k, j) ∈ rad(X

nj

j , X
ni
i ) for all i, j, k where either i ̸= k or j ̸= k, then

there exist idempotents ei ∈ End(Xni
i ), 1 ≤ i ≤ m, such that e(i, i)− ei ∈ radEnd(Xni

i ) and

e(X) ∼=
⊕m

i=1 ei(X
ni
i ), where e(X) denotes the direct summand of X given by the idempotent

e.

Proof. Since e = e2, for each 1 ≤ i ≤ m, we have that

e(i, i) = e2(i, i) =
m∑
k=1

e(i, k)e(k, i).

Since e(i, k)e(k, i) ∈ radEnd(Xni
i ) for all i ̸= k by assumption, we have that

e(i, i)2 ≡ e(i, i) mod radEnd(Xni
i ).
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Since C is a Krull-Schmidt category, we may lift e(i, i) to an idempotent End(Xni
i ), that

is, there exists an idempotent ei ∈ End(Xni
i ) such that e(i, i) − ei ∈ rad(Xni

i , X
ni
i ). Let

ϵ = e1 ⊕ e2 · · · ⊕ em ∈ End(X) and γ = e− ϵ. Then we claim that γ2 ∈ radEnd(X). To see

this, first notice that for each i,

γ2(i, i) =
∑
k ̸=i

e(i, k)e(k, i) + (e(i, i)− ei)
2 ∈ rad(Xni

i , X
ni
i ).

Next, if i ̸= j, then

γ2(i, j) = (e(i, i)− ei)e(i, j) + e(i, j)(e(j, j)− ej) +
∑

k ̸=i,k ̸=j

e(i, k)e(k, j).

Since radC is an ideal in the category C, the fact that e(i, i)−ei ∈ rad(Xni
i , X

ni
i ) implies that

(e(i, i)−ei)e(i, j) ∈ rad(X
nj

j , X
ni
i ). Similarly, we have that e(i, j)(e(j, j)−ej) ∈ rad(X

nj

j , X
ni
i )

as well. Since the rest of the terms are in rad(X
nj

j , X
ni
i ) by assumption, we have that

γ2(i, j) ∈ rad(X
nj

j , X
ni
i ) for all i, j. Lemma 6.3.7(i) then implies that γ2 ∈ radEnd(X) as

claimed.

We can now finish the proof of the lemma. Since γ2 ∈ radEnd(X), we have that 1X−γ2 =

(1X+γ)(1X−γ) is a unit in End(X). Hence, both (1X−γ) and (1X+γ) are units in End(X).

Note that since e and ϵ are idempotents and γ = e− ϵ, we have the following:

(1X + γ)ϵ = ϵ2 + γϵ = (ϵ+ γ)ϵ = eϵ = e(e− γ) = e− eγ = e(1X − γ).

That is, e = (1X + γ)ϵ(1X − γ)−1. It follows that e(X) ∼= ϵ(X) =
⊕m

i=1 ei(X
ni
i ).

If, in addition, the indecomposable objects X1, X2, . . . , Xm are pairwise non-isomorphic,

then Lemma 6.3.7(ii) implies that the assumptions of the lemma are automatically satisfied.

With this, we are able to prove (6.3.6).

Proof of Theorem 6.3.6. Suppose e = (ϵ1, . . . , ϵd) ∈ End(X⊗̂Y ) is an idempotent. The re-
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duction of e to S2 = S/(y) gives us an idempotent ey ∈ End((X⊗̂Y )y) = End(
⊕d

q=1(T
q−1X)m).

By Lemma 6.2.6, the pq component of ey is the morphism

(ϵ1(p, q), ϵ2(p, q), . . . , ϵd(p, q))y : (T
q−1X)m → (T p−1X)m.

By assumption, the indecomposable matrix factorizations X,TX, T 2X, . . . , T d−1X are pair-

wise non-isomorphic. Hence, Lemma 6.3.8 implies that there exists idempotent endomor-

phisms ei of (T
i−1X)m, i ∈ Zd, such that

ey(i, i)− ei = (ϵ1(i, i), ϵ2(i, i), . . . , ϵd(i, i))y − ei ∈ radEnd((T i−1X)m))

and ey((X⊗̂Y )y) ∼=
⊕d

i=1 ei((T
i−1X)m). Since T jX is indecomposable for all j ∈ Zd,⊕d

i=1 ei((T
i−1X)m) ∼=

⊕d
i=1(T

i−1X)ri for some 0 ≤ ri ≤ m. By Lemma A.1.3, we may

pick bases so that

ei =

1ri 0

0 0

 : (T i−1X)ri ⊕ (T i−1X)m−ri → (T i−1X)ri ⊕ (T i−1X)m−ri ,

where 1ri denotes the identity morphism (T i−1X)ri → (T i−1X)ri . Since ey(i, i) − ei ∈

radEnd((T i−1X)m), Lemma A.1.2 allows us to write

ey(i, i) =

1ri 0

0 Ai


for some Ai ∈ radEnd((T i−1X)m−ri). Then, again applying Lemma A.1.2, we have ey as

endomorphism of
(⊕d

i=1(T
i−1X)ri

)⊕(⊕d
i=1(T

i−1X)m−ri
)
described as

ey =

1 0

0 A


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forA ∈ End
(⊕d

i=1(T
i−1X)m−ri

)
, where now 1 denotes the identity morphism on

⊕d
i=1(T

i−1X)ri .

Therefore, we have that ey((X⊗̂Y )y) ∼=
⊕d

i=1(T
i−1X)ri ⊕ Image A. This implies that A = 0

since ey((X⊗̂Y )y) ∼=
⊕d

i=1(T
i−1X)ri . The diagonal components of A are A1, . . . , Ad, so

A = 0 implies that Ai = 0 for all i as well. Thus, ey(i, i) = ei =

1ri 0

0 0

 for each i ∈ Zd.

Recalling that ey(i, i) = (ϵ1(i, i)y, . . . , ϵd(i, i)y), we have that ϵk(i, i)y is the identity on the

first ri summands of (Fk+i−1 ⊗S G2−i)y ∼= Fm
k+i−1 and zero on the rest. It follows that

rank(ϵk(i, i)⊗S k) = nri for each k ∈ Zd. (6.3.1)

Next we consider the reduction of e to S1 = S/(x) and follow nearly identical steps. Since

Y, TY, . . . , T d−1Y are pairwise non-isomorphic indecomposable matrix factorizations, we can

apply Lemma 6.3.8 to find idempotents e′i ∈ End((T 1−iY )n), for i ∈ Zd, such that ex(i, i)−

e′i ∈ radEnd((T 1−iY )n) and ex((X⊗̂Y )x) ∼=
⊕d

i=1 e
′
i((T

1−iY )n). By picking bases as above,

we may write ex as an endomorphism of
(⊕d

i=1(T
1−iY )si

)⊕(⊕d
i=1(T

1−iY )n−si
)
, for some

integers 0 ≤ si ≤ n, to conclude that ex(i, i) = e′i =

1si 0

0 0

 for each i. Now, since

ex(i, i) = (ϵ1(i, i), ϵ2(i− 1, i− 1), . . . , ϵd(i+ 1, i+ 1))x : (T
1−iY )n → (T 1−iY )n,

we have that ϵk(i − k + 1, i − k + 1)x is the identity on the first si summands of (Fi+1 ⊗S

G1−i+k)x ∼= Gn
1−i+k and zero on the rest. It then follows that

rank(ϵk(i− k + 1, i− k + 1)⊗S k) = msi for each k ∈ Zd. (6.3.2)

Taking k = 1, we combine (6.3.1) and (6.3.2) to conclude that nri = msi for all i ∈ Zd.

Taking k = 2, we find that msi = rank(ϵ2(i − 1, i − 1) ⊗S k) = nri−1 for all i ∈ Zd. Thus,

ms1 = nr1 = ms2 = nr2 = · · · = nrd−1 = msd = nrd. In particular, r1 = r2 = · · · = rd
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and s1 = s2 = · · · = sd which implies that the size of the matrix factorization e(X⊗̂Y ) is∑d
i=1 nri = dnr1 which also equals

∑d
i=1msi = dms1. It follows that the size of e(X⊗̂Y ) is

at least lcm(dn, dm) =
d2nm

gcd(dn, dm)
=

d2nm

d gcd(n,m)
=
dnm

r
. The matrix factorization X⊗̂Y

has size dnm and we have just shown that any summand has to have size at least dnm/r.

So, #(X⊗̂Y ) ≤ dnm/(dnm/r) = r as desired.

The next two results give specific situations in which X⊗̂Y is indecomposable.

Proposition 6.3.9. Assume X ∼= TX and Y = (u1, . . . , ud) is of size 1 with u1, . . . , ud

pairwise relatively prime elements in the maximal ideal of S2. Then X⊗̂Y is indecomposable.

Proof. Let i ̸= j ∈ Zd. Given a commutative diagram of the form

Sn2 Sn2

Sn2 Sn2 ,

ui

β α

uj

we have that α ⊗S2 k = 0 = β ⊗S2 k. To see this, assume α ⊗S2 k ̸= 0. Then any matrix

representing α has at least one unit entry. Since αui = ujβ, this would imply that ui ∈ ujS2,

contradicting the assumption that ui and uj have no common factors. The same holds for

β. As a consequence, any morphism (α1, . . . , αd) : (T iY )n → (T jY )n, with i ̸= j, has

αk ⊗S2 k = 0 for all k ∈ Zd.

Set Z = X⊗̂Y and let e = (ϵ1, . . . , ϵd) be an idempotent in End(Z). We want to show

that e = 0 or e = 1. First we consider the reduction of e to S2 = S/(x). We have that ex is

an idempotent on Zx ∼=
⊕d

q=1(T
1−qY )n. Let i, j, k ∈ Zd with i ̸= j. From Lemma 6.2.7 we

have that the (i+ k − 1)(j + k − 1) component of ex is the morphism

(ϵ1(i+ k − 1, j + k − 1), . . . , ϵk(i, j), . . . , ϵd(i+ k, j + k))x : (T
2−j−kY )n → (T 2−i−kY )n.
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Since i ̸= j, we have that ϵk(i, j)x ⊗S2 k = 0 by the initial observation. It follows that

ϵk(i, j)⊗S k = 0 for all i, j, k ∈ Zd with i ̸= j. (6.3.3)

Next, we consider the reduction of e to S1 = S/(y) which gives us an idempotent ey on

Zy ∼=
⊕d

q=1 T
q−1X since Y is of size 1. Since X ∼= TX, each shift of X is isomorphic to X

and therefore Zy ∼= Xd. Since X is indecomposable, the ring Λ := End(X) ∼= End(TX) ∼=

· · · ∼= End(T d−1X) is local. Recall that for any i, j ∈ Zd, Lemma 6.2.6 gives us that

ey(i, j) = (ϵ1(i, j), ϵ2(i, j), . . . , ϵd(i, j))y.

If i ̸= j, then (6.3.3) tells us that each of ϵ1(i, j)y, . . . , ϵd(i, j)y are non-isomorphisms of

free S1-modules. This implies that the morphism ey(i, j) is a non-isomorphism of matrix

factorizations. That is, ey(i, j) ∈ radΛ for all i ̸= j, since Λ is a local ring. Hence,

ey(i, k)ey(k, j) ∈ radΛ for all triples i, j, k such that k ̸= i or k ̸= j. By Lemma 6.3.8,

the diagonal components ey(i, i) of ey will give idempotents in Λ/radΛ, which must be 0 or

1 in the quotient. In other words, since Λ is local, Lemma 6.3.8 tells us that each ey(i, i) is

either an automorphism of X or an element of radΛ.

First, assume ey(i, i) ∈ radΛ for all i ∈ Zd. Combined with the previous paragraph, this

implies that all the components of ey are in radΛ and therefore ey ∈ radEnd(Zy) by Lemma

6.3.7(i). An idempotent in the radical of End(Zy) must be zero and so we have that ey = 0.

Since ey = (ϵ1, . . . , ϵd)y, we have that (ϵk)y = 0 for each k ∈ Zd. In particular, ϵk ⊗S k = 0

for each k ∈ Zd. Again, this implies that the idempotent ϵk must be 0 else the isomorphism

1− ϵk would have a non-trivial kernel. Thus, e = 0 in this case.

Next, assume that at least one of the diagonal components is an automorphism, that is,

assume ey(i0, i0) is an automorphism of T i0−1X ∼= X for some i0 ∈ Zd. Lemma 6.2.6 tells

us that ϵk(i0, i0)y is an isomorphism of S1-modules for each k ∈ Zd. Since ϵk(i0, i0) is an

isomorphism mod y, Nakayama’s Lemma implies that it must be an isomorphism. Hence,
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we have that

ϵk(i0, i0) is and isomorphism for all k ∈ Zd. (6.3.4)

To finish the proof, it suffices to show that ϵk(j, j) is an isomorphism for each k, j ∈ Zd since

then, combined with (6.3.3), we will have that each of the components ϵ1, . . . , ϵd of e are

isomorphisms. The idempotent e = (ϵ1, . . . , ϵd) will therefore be the identity as claimed.

Let k, j ∈ Zd. In order to prove that ϵk(j, j) is an isomorphism, we consider reduction of

e to S2 = S/(x). In particular, consider the morphism

ex(k + j − 1, k + j − 1) : (T 2−k−jY )n → (T 2−k−jY )n.

Since T 2−k−jY is a matrix factorization of size 1, any endomorphism (β1, . . . , βd) of T
2−k−jY )n

has the property that βi = βj for all i, j ∈ Zd. By Lemma 6.2.7,

ex(k+ j−1, k+ j−1) = (ϵ1(k+ j−1, k+ j−1), ϵ2(k+ j−2, k+ j−2), . . . , ϵd(k+ j, k+ j))x.

Thus, we have that ϵk(j, j)x = ϵt(k+ j− t, k+ j− t)x for all t ∈ Zd. Taking t = k+ j− i0, we

have that ϵk(j, j)x = ϵk+j−i0(i0, i0)x. By (6.3.4) and Nakayama’s Lemma, we conclude that

ϵk(j, j) is an isomorphism completing the proof.

Proposition 6.3.10. Suppose Y = (u1, . . . , ud) is of size 1. If X ̸∼= T jX for all j ̸= 0 ∈ Zd,

then X⊗̂Y is indecomposable.

Proof. Let e = (ϵ1, . . . , ϵd) be an idempotent in End(Z) where Z = X⊗̂Y . We want to show

e = 0 or e = 1. By Lemma 6.2.4(i), reduction of e to S1 = S/(y) gives us an idempotent

ey :
d⊕
q=1

T q−1X →
d⊕
q=1

T q−1X.

SinceX,TX, T 2X, . . . , T d−1X are pairwise non-isomorphic indecomposable matrix factoriza-

tions, rad(T iX,T jX) = Hom(T iX,T jX) for all i ̸= j. Thus, ey(i, k)ey(k, j) ∈ rad(T j−1X,T i−1X)
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for all i, j, k such that i ̸= k or k ̸= j. We can therefore apply Lemma 6.3.8 to ey to find

idempotents e1, . . . , ed with ei ∈ End(T i−1X) such that ey(i, i) − ei ∈ radEnd(T i−1X) and

ey(Zy) ∼=
⊕d

i=1 ei(T
i−1X). Since T i−1X is indecomposable, the idempotent ei is either 0 or

the identity on T i−1X. As in the proof of Theorem 6.3.9, we consider two cases.

First, assume ei = 0 for all i ∈ Zd. Then ey(i, i) ∈ radEnd(T i−1X) for all i. This implies

that ey(i, j) ∈ rad(T j−1X,T i−1X) for all i, j ∈ Zd which, by Lemma 6.3.7(i), tells us that

ey ∈ radEnd(Zy). The idempotent ey must therefore be 0 and, again proceeding as in the

proof of 6.3.9, we find that e = 0 in this case.

Next, assume ei0 is the identity on T i0−1X for some i0 ∈ Zd. Since ey(i0, i0) − ei0 ∈

radEnd(T i0−1X), we have that ey(i0, i0) is an automorphism of the matrix factorization

T i0−1X. Since

ey(i0, i0) = (ϵ1(i0, i0), . . . , ϵd(i0, i0))y

by Lemma 6.2.6, we have that ϵk(i0, i0)y is an isomorphism for all k ∈ Zd. By Nakayama’s

Lemma, the same is true of ϵk(i0, i0), and hence ϵk(i0, i0)x, for all k ∈ Zd.

Let j, k ∈ Zd. We claim that ϵk(j, j) is an isomorphism. Since we already know that

ϵk(i0, i0) is an isomorphism, assume j ̸= i0. Consider the endomorphism of T 2−k−jY

ex(k+ j−1, k+ j−1) = (ϵ1(k+ j−1, k+ j−1), ϵ2(k+ j−2, k+ j−2), . . . , ϵd(k+ j, k+ j))x.

Since T 2−k−jY is of size 1, we have that ϵk(j, j)x = ϵt(k + j − t, k + j − t)x for each t ∈ Zd.

Taking t = k + j − i0, we find that ϵk(j, j)x = ϵk+j−i0(i0, i0)x which is an isomorphism.

Another application of Nakayama’s Lemma shows that ϵk(j, j) is an isomorphism which

completes the proof of the claim.

Since ϵk(j, j) is an isomorphism for all k, j ∈ Zd, it follows that ey(j, j) is an automorphism

of T j−1X for each j ∈ Zd. Since ey(i, j) ∈ radEnd(Zy) for all i ̸= j, we have that ey

is the sum of an automorphism of Zy and an element of radEnd(Zy) implying that ey =

(ϵ1, . . . , ϵd)y itself is an automorphism. Finally, (ϵk)y being an isomorphism implies that ϵk
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is an isomorphism for each k ∈ Zd and hence the idempotent e must be the identity.

Corollary 6.3.11. Assume d = p is prime and let g = y1y2 · · · yp ∈ S2 = kJy1, y2, . . . , ypK.

For any indecomposable reduced X ∈ MFpS1
(f), the tensor product X⊗̂(y1, y2, . . . , yp) is

indecomposable.

Proof. Since p is prime, either X ∼= TX or X ̸∼= TX by Lemma 4.5.1. Applying Theo-

rem 6.3.9 if X ∼= TX or Theorem 6.3.10 (or Theorem 6.3.6) if X ̸∼= TX, we have that

X⊗̂(y1, y2, . . . , yd) is indecomposable.

Using Theorem 6.3.10, we obtain an extension of the results in [Yos98, §3] for the case

d = 2.

Corollary 6.3.12. Let d = 2 and assume that at least one of X or Y is of size 1. Then

X⊗̂Y is decomposable if and only if X ∼= TX and Y ∼= TY .

Proof. In the case d = 2, X⊗̂Y ∼= Y ⊗̂X [Yos98, Lemma 2.1]. So, we may assume Y is of

size 1. If X ∼= TX and Y ∼= TY , then X⊗̂Y decomposes by [Yos98, Lemma 3.2] or by

Proposition 6.3.2 above.

Conversely, if Y ̸∼= TY , then [Yos98, Theorem 3.7] implies that X⊗̂Y is indecomposable.

On the other hand, if Y ∼= TY but X ̸∼= TX, then Theorem 6.3.10 implies that X⊗̂Y is

indecomposable.
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A | Appendix

A.1 Idempotents

Let S be a regular local ring and d ≥ 2. Fix a non-zero non-unit f ∈ S. With the

additional assumption that S is complete, Section 3.1 implies that MFdS(f) is a Krull-Schmidt

category and therefore, idempotents split in MFdS(f). In this section, we give a normal form

for idempotents in MFdS(f) without the assumption of completeness on S. In particular,

idempotents still split in this case.

Definition A.1.1. Let α ∈ HomMFd
S(f)

(X,X ′) and β ∈ HomMFd
S(f)

(Y, Y ′). Then the mor-

phisms α and β are equivalent if there exists a commutative diagram

X X ′

Y Y ′

α

γ δ

β

where γ ∈ HomMFd
S(f)

(X, Y ) and δ ∈ HomMFd
S(f)

(X ′, Y ′) are isomorphisms.

When applying invertible row and column operations to the matrices in matrix factoriza-

tion the options are limited in the following sense: Any invertible row operation applied to φk

must be met with the inverse column operation on φk−1 if the d-tuple is to remain a matrix

factorization. The idea of the next lemma is to show that there are no restriction when it

comes to morphisms, that is, we may perform any invertible row or column operations on

the components of a morphism and obtain an equivalent morphism.

Lemma A.1.2. Let X,X ′ ∈ MFdS(f) and suppose α = (α1, . . . , αd) ∈ HomMFd
S(f)

(X,X ′).

For any k ∈ Zd, replacing αk with PαkQ, for invertible matrices P,Q of appropriate sizes,
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results in a morphism equivalent to α.

Proof. Let X = (φ1 : F2 → F1, . . . , φd : F1 → Fd) be of size n, X ′ = (φ′
1 : F

′
2 → F ′

1, . . . , φ
′
d :

F ′
1 → F ′

d) be of size m, and let k ∈ Zd. Let P : F ′
k → Sm and Q : Sn → Fk be S-

isomorphisms. Then we have a commutative diagram

Fk+1 Sn Fk−1

F ′
k+1 Sm F ′

k−1.

Q−1φk

αk+1

φk−1Q

PαkQ αk−1

Pφ′
k

φ′
k−1P

−1

Set Y = (φ1, . . . , φk−1Q,Q
−1φk, . . . , φd) and Y

′ = (φ1, . . . , φ
′
k−1P

−1, Pφ′
k, . . . , φd). Clearly,

Y, Y ′ ∈ MFdS(f). Furthermore, the commutative diagram above shows that

β = (α1, α2, . . . , PαkQ, . . . , αd) : Y → Y ′

is a morphism of matrix factorizations.

Set γ = (1F1 , . . . , 1Fk+1
, Q−1, 1Fk−1

, . . . , 1Fd
) and δ = (1F ′

1
, . . . , 1F ′

k+1
, P, 1F ′

k−1
, . . . , 1′Fd

).

Then γ ∈ HomMFd
S(f)

(X, Y ), γ ∈ HomMFd
S(f)

(X ′, Y ”, and we have that δα = βγ. Since γ

and δ are both isomorphisms we conclude that α and β are equivalent.

The next lemma provides a normal form for idempotents in MFdS(f).

Lemma A.1.3. Let X ∈ MFdS(f) be of size n and e = (e1, . . . , ed) ∈ EndMFd
S(f)

(X) be an

idempotent. Then there exists an integer 0 ≤ r ≤ n such that e is equivalent to a morphism

(ϵ, ϵ, . . . , ϵ) where

ϵ =

Ir 0

0 0

 : Sr ⊕ Sn−r → Sr ⊕ Sn−r.

In particular, there exists X ′ of size r and X ′′ of size n− r such that X ∼= X ′ ⊕X ′′.

Proof. If e = 0 or e = 1, there is nothing to prove so assume e ̸= 0, 1. Let k ∈ Zd. Since

e is an idempotent, e2k = ek, that is, the S-homomorphism ek : Fk → Fk is an idempotent.
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Therefore, there exists invertible homomorphisms Pk, Qk such that

PkekQk =

Irk 0

0 0

 : Srk ⊕ Sn−rk → Srk ⊕ Sn−rk

for some 0 < rk < n. Applying Lemma A.1.2 for all k ∈ Zd we may assume that

e =


Ir1 0

0 0

 ,

Ir2 0

0 0

 , . . . ,

Ird 0

0 0




for integers 0 < r1, r2, . . . , rd < n, and that φk : S
rk+1 ⊕ Sn−rk+1 → Srk ⊕ Sn−rk .

To finish the proof, it suffices to show that ri = ri+1 for each i ∈ Zd. So, let i ∈ Zd and

consider the commutative diagram

Sri ⊕ Sn−ri Sri+1 ⊕ Sn−ri+1 Sri ⊕ Sn−ri

Sri ⊕ Sn−ri Sri+1 ⊕ Sn−ri+1 Sri ⊕ Sn−ri .

φi+1φi+2···φi−1

ei ei+1

φi

ei

φi+1φi+2···φi−1 φi

Decompose φi and φi+1φi+2 · · ·φi−1 along these direct sum decompositions into

φi =

A B

C D

 and φi+1φi+2 · · ·φi−1 =

A′ B′

C ′ D′

 .

Since (φi, φi+1φi+2 · · ·φi−1) ∈ MF2
S(f), we have that

A B

C D


A′ B′

C ′ D′

 =

f · Iri 0

0 f · In−ri


and

A′ B′

C ′ D′


A B

C D

 =

f · Iri+1
0

0 f · In−ri+1

. Since eiφi = φiei+1 we have that B = 0

and C = 0. Similarly, the commutativity of the left hand square above implies that B′ = 0

and C ′ = 0. This implies that AA′ = f · Iri and A′A = f · Iri+1
which is only possible if

ri = ri+1 (cf. [Eis80, Corollary 5.4]).
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The final statement follows by decomposing φi along the direct sum decomposition φi :

Sr ⊕ Sn−r → Sr ⊕ Sn−r for all i where r is the common value r = r1 = r2 = · · · = rd.
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